
  



INSYST 
Journal of Intelligent System and Computation 

Volume 06 Nomor 01 April 2024 
 

Editor in Chief: 
Dr. Yosi Kristian, S.Kom, M.Kom. 

Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 

 
Managing Editor: 

Dr. Esther Irawati Setiawan, S.Kom., M.Kom. 
Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 

 
 Hendrawan Armanto, S.Kom., M.Kom. 

Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 

 
Editorial Board: 

Dr. Ir. Endang Setyati, M.T. 
Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 

 
Ir. Edwin Pramana, M.App.Sc, Ph.D 

Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 
 

Prof. Dr. Ir. Mauridhi Hery Purnomo, M.T. 
Institut Sepuluh November, Indonesia 

 
Hindriyanto Dwi Purnomo, Ph.D. 

Universitas Kristen Satya Wacana, Salatiga, Indonesia 
 

Reddy Alexandro H., S.Kom., M.Kom. 
Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 

 
Dr. Diana Purwitasari, S.Kom., M.Sc. 
Institut Sepuluh November, Indonesia 

 
Dr. Joan Santoso, S.Kom., M.Kom. 

Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 
 

 
  



INSYST 
Journal of Intelligent System and Computation 

Volume 06 Nomor 01 April 2024 
 

Reviewer: 
Dr. I Ketut Eddy Purnama, ST., MT. 
Institut Sepuluh November, Indonesia 

 
Dr. Anang Kukuh Adisusilo, ST, MT. 

Universitas Wijaya Kusuma, Surabaya, Indonesia 
 

Teguh Wahyono, S.Kom., M.Cs. 
Universitas Kristen Satya Wacana, Salatiga, Indonesia 

 
Prof. Dr. Benny Tjahjono, M.Sc. 

Coventry University, United Kingdom 
 

Dr. Ir. Gunawan, M.Kom. 
Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 

 
Dr. Umi Laili Yuhana S.Kom., M.Sc. 
Institut Sepuluh November, Indonesia 

 
Dr. Tita Karlita, S.Kom., M.Kom. 

Politeknik Elektronika Negeri Surabaya, Indonesia 
 

Dr. Ir. Rika Rokhana, M.T. 
Politeknik Elektronika Negeri Surabaya, Indonesia 

 
Dr. I Made Gede Sunarya, S.Kom., M.Cs. 
Universitas Pendidikan Ganesha, Indonesia 

 
Dr. Yuni Yamasari, S.Kom., M.Kom. 

Universitas Negeri Surabaya, Indonesia 
 

Dr. Adri Gabriel Sooai, S.T., M.T. 
Universitas Katolik Widya Mandira, Indonesia 

 
Dr. Lukman Zaman PCSW, M.Kom. 

Institut Sains dan Teknologi Terpadu Surabaya, Indonesia 
 
 
 



INSYST 
Journal of Intelligent System and Computation 

Volume 06 Nomor 01 April 2024 
 

Reviewer: 
Windra Swastika, Ph.D 

Universitas Ma Chung, Indonesia 
 

Romy Budhi Widodo, Dr.Eng. 
Universitas Ma Chung, Indonesia 

 
Theresia Ratih Dewi Saputri, Ph.D. 

Ciputra University, Indonesia 
 

Richard Evan Sutanto, Ph.D. 
Ciputra University, Indonesia 

 
Prof. Dr. Yuhandri, S.Kom., M.Kom. 

Universitas Putra Indonesia YPTK Padang, Indonesia 
 

 
 

 
  



INSYST 
Journal of Intelligent System and Computation 

Volume 06 Nomor 01 April 2024 
 

Daftar Isi 
 
Prediction of Physico-Chemical Characteristics in Batu Tangerine 55 Based on 
Reflectance-Fluorescence Computer Vision 
Safitri Diah Ayu Ariani, Inggit Kresna Maharsih, Dimas Firmanda Al Riza  .....................................................................  01 
 
Chi-Square Histogram Analysis of Woven Fabric Images Made from Natural Dyes Due  
to Exposure to Sunlight 
Patrisius Batarius, Alfry Aristo Jansen Sinlae  .......................................................................................................................  07 
 
Identifying Types of Corn Leaf Diseases with Deep Learning 
Rahul Firmansyah, Nur Nafi'iyah  ............................................................................................................................................  18 
 
Procedural Map Generation for 'Splatted': Enhancing Player Experience through Genetic 
Algorithms and AI Finite State Machines in a Snowball Throwing Game 
Lukky Hariyanto, Hendrawan Armanto  ................................................................................................................................  24 
 
Predictive Buyer Behavior Model as Customer Retention Optimization Strategy in  
E-commerce 
Muhammad A. A. Hakim, Terttiaavini Terttiaavini  ..............................................................................................................  32 
 
Comparison of CNN Transfer Learning in Detecting Superior Local Fruit Types in Bali 
Nyoman Purnama  ......................................................................................................................................................................  39 
 
A Hybrid Approach Using K-Means Clustering and the SAW Method for Evaluating  
and Determining the Priority of SMEs in Palembang City 
Terttiaavini Terttiaavini  ............................................................................................................................................................  46 

 



 Safitri D. A. Ariani, et. al.: Prediction of Physico-Chemical… (April 2024) 

VOLUME 06, No 01, 2024 DOI: 10.52985/insyst.v6i1.363 1 

Prediction of Physico-Chemical 
Characteristics in Batu Tangerine 55 
Based on Reflectance-Fluorescence 
Computer Vision 
 
Safitri D. A. Ariani1, Inggit K. Maharsih1, and Dimas F. A. Riza1  
1Bioprocess Engineering Program, Department of Biosystems Engineering, Faculty of Agricultural Technology, 
Brawijaya University, Malang, Indonesia 

 

Corresponding author: Dimas F. A. Riza (e-mail: dimasfirmanda@ub.ac.id). 

 

ABSTRACT Oranges (Citrus sp.) are one of the most abundant agricultural commodities in Indonesia. One 
of the popular local citruses is Batu Tangerine 55. Harvesting tangerines begins 252 days after the flowers 
bloom. Conventionally, we still determine the level of maturity by observing the color, shape, and hardness. 
The results of manual grouping tend to be subjective and less accurate. Destructive testing could be carried 
out and provide objective results; however, it would require sampling and damaging the fruits. Computer 
vision could be used to evaluate the maturity level of the fruit non-destructively. Dual imaging computer 
vision, i.e., reflectance-fluorescence mode, could be used to enhance the accuracy of the prediction. This 
study aims to develop a classification model and predict the physico-chemical characteristics of Batu 
Tangerine 55. Destructive testing is still being carried out to determine the value of TPT, the degree of acidity, 
and the firmness of the fruit. Non-destructive testing was carried out to obtain reflectance and fluorescence 
images. Once we obtain the destructive and non-destructive data, we will incorporate them into the 
classification and prediction models. The machine learning method for maturity classification uses three 
models, namely KNN, SVM, and Random Forest. The best results on the reflectance data (RGB) SVM model 
resulted in an accuracy of 1 for training data and 0.97 for testing data. The maturity parameter prediction 
method uses the PLS method. The best results for the predicted Brix/Acidity ratio R2 parameter are 0.81 and 
RMSE 3.4. 

KEYWORDS Brix/Acid ratio, Machine Learning, PLS, Tangerine

I. INTRODUCTION 
Indonesia stands as one of the nations blessed with 

abundant agricultural commodities, with oranges holding a 
significant place among them. Citrus fruits, particularly 
tangerines (Citrus reticulata Blanco), enjoy immense 
popularity among the Indonesian populace. According to 
data from the Central Statistics Agency (2021), Indonesia 
produces approximately 2,401,064 tons of tangerines 
annually, with East Java Province emerging as the largest 
contributor, accounting for 822,260 tons per year. Among 
the varieties under cultivation, Batu Tangerine 55 has 
garnered attention for its superior quality, characterized by 
sweet, slightly sour, and refreshing fruit flesh [1]. These 
tangerines typically reach harvesting maturity 252 days after 
flowering, necessitating careful post-harvest handling to 
minimize product damage during marketing. 

Assessing fruit maturity holds pivotal importance in the 
marketing of citrus fruits in Indonesia, significantly 
influencing consumer preferences. Presently, the method of 
determining maturity levels remains predominantly 
conventional. Typically, farmers gauge the maturity and 
physical attributes of citrus fruits by visually inspecting 
factors such as color, shape, and hardness [2]. The process of 
categorizing fruit ripeness is predominantly manual, leading 
to subjective and often less precise results [3]. 

An alternative method for determining fruit maturity 
involves destructive testing, which entails assessing the total 
dissolved solids (TDS) and acidity levels in citrus fruits [4]. 
However, this approach has drawbacks, as it can physically 
damage the fruit. Hence, there is a pressing need to predict 
and classify tangerine maturity without causing physical 
harm, utilizing non-destructive testing methods, such as 
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digital imaging [5]. Nevertheless, the accuracy of 
classification using conventional computer vision systems 
remains inadequate, necessitating the exploration of 
improved methodologies to enhance model accuracy [6]. 
Previous studies have employed computer vision in dual 
reflectance-fluorescence mode, enhancing predictive models 
by incorporating additional features from fluorescence 
imagery [7]. However, these studies often rely on deep 
learning models, which demand substantial amounts of data. 
Alternatively, simpler machine learning models could 
achieve comparable performance with smaller datasets.  

This study endeavors to develop and refine a predictive 
model for the physicochemical characteristics of Batu 
Tangerine 55 across three maturity levels. Both destructive 
and non-destructive testing methodologies are employed to 
facilitate sorting and grading processes. Destructive testing 
determines TDS, acidity, and fruit hardness, while non-
destructive testing employs reflectance-fluorescence dual-
vision computer systems. Subsequently, the data obtained 
from both methods are integrated into the classification and 
prediction model. Machine learning techniques, including 
KNN, SVM, and Random Forest, are applied for maturity 
classification. The comparative analysis of these models will 
reveal the most effective approach for accurately classifying 
Batu Tangerine 55 maturity levels.  

 
II. RESEARCH METHODS 

The experiment encompassed both non-destructive and 
destructive testing methodologies. Non-destructive testing 
involved capturing images using a mini studio setup, as 
depicted in Figure 1, utilizing a 700D DSLR camera. 
Samples comprised 55 Batu Tangerines across three ripeness 
levels: raw, semi-ripe, and ripe, sourced from the Research 
Institute of Citrus and Subtropical Plants. Image acquisition 
encompassed top and bottom views, facilitated by two light 
sources—LEDs for reflectance imaging and UV for 
fluorescence imaging. 

Following image data collection, three non-destructive 
parameters were measured. First, fruit hardness was assessed 
using penetrometers at three equatorial points. Subsequently, 
the sweetness and acidity of fruit juice were gauged using the 
ATAGO PAL-BX|ACID 101 Brix Acidity meter. 

Predictive modeling employed Partial Least-Squares 
Regression (PLSR) to determine the maturity parameters of 
Batu Tangerine 55. Widely utilized across various domains 
including bioinformatics, food research, medicine, and 
pharmacology [8]. PLSR combines principal component 
analysis with multiple regression analysis to predict or 
analyze dependent variables with multiple independent 
variables. This technique is particularly effective for datasets 
with high collinearity and numerous variables [9]. PLSR 
facilitated the extraction of several parameters to evaluate 
method accuracy, including slope values, R2 offsets, and 
RMSE values. R2 values indicate the proximity between real 
values and predictions, with higher values suggesting a 

stronger model relationship, ideally approaching 1. 
Conversely, RMSE reflects the model's error, with smaller 
values indicating better model performance. For 
predictability assessment, R2 values ≥ 0.9 are considered 
favorable, while values ≤ 0.64 are indicative of poorer 
predictability [10]. 

 

 
Explanation:  

1. Camera 
2. LED Light 
3. UV LED 
4. Frame 
5. Sample 

Figure 1. Non-destructive data retrieval scheme 

 
Additionally, the study sought to identify an optimal 

machine learning model for classifying the maturity of Batu 
Tangerine 55. Various machine learning techniques were 
employed in the modeling process, including k-nearest 
Neighbor (k-NN), Support Vector Machine (SVM), and 
Random Forest. The k-NN method operates by identifying 
the k-nearest samples in the training dataset that closely 
resemble the object under consideration in the testing 
dataset. SVM, on the other hand, performs classification by 
determining an optimal hyperplane separator between 
different classes, particularly when the data can be linearly 
separated [11]. Moreover, Random Forest employs an 
ensemble learning approach by constructing multiple 
decision trees during training on the dataset. In classification 
tasks, it aggregates the decision outputs from individual 
trees, typically through a majority voting mechanism, to 
arrive at the final classification decision. These methods 
offer distinct advantages and are suitable for various types of 
data and classification tasks. By comparing their 
performance, the study aimed to identify the most effective 
approach for accurately classifying the maturity levels of 
Batu Tangerine 55 [12]. 

1 

3 
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III. RESULTS AND DISCUSSION 
The non-destructive testing yielded two types of images, 

namely reflectance images and fluorescence images, as 
illustrated in Figure 2. A total of 240 images were acquired 
for each type of light source used. These image datasets 
encompassed observations across three distinct maturity 
levels.  

Figure 2. The acquisition result of the image of tangerine batu 55 
 
Distinct color characteristics are observed in the images of 

Batu 55 tangerines across different maturity levels. The 
variations in color correspond to changes in the degree of 
maturity in the tangerine peel, attributed to the conversion of 
chloroplasts into chromoplasts and subsequent accumulation 
of carotenoids [13]. The discoloration of the fruit skin is 
primarily influenced by pigments such as flavonoids. 
Flavonoid compounds exhibit fluorescence when exposed to 
UV light, typically appearing yellow or blue. Notably, the 
use of a UV lamp as a light source results in relatively darker 
images compared to those obtained under white LED 
illumination. Nevertheless, the reflectance images capture 
certain colors that may not be discernible under white LED 
lighting. In destructive testing, measurements of firmness, 
Brix, and acidity values were obtained to further characterize 
the tangerines. 

In Figure 3, it is apparent that the Brix values for partially 
ripe and fully ripe maturity levels exhibit insignificant 
differences. This suggests that tangerines classified as 
partially ripe are already suitable for harvesting. According 
to standards set by the Indonesian National Standard (SNI, 
2009), tangerines are considered ready for harvest when their 
total dissolved solids reach 8°Brix. 

Figure 4 illustrates a notable trend where the acidity value 
decreases as Batu Tangerine 55 progress in ripeness. This 
phenomenon can be attributed to the conversion of organic 
acids into simpler sugars, such as fructose and glucose, 
during the fruit ripening process [7]. 

 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Box-plot brix 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Box-plot acidity 

 
Observing Figure 5 reveals a clear trend: as Batu Tangerine 

55 reach higher levels of maturity, their firmness values 
decrease. This phenomenon can be elucidated by the fact 
that, according to [2], the softening of oranges is a hallmark 
of ripening, resulting from a reduction in fruit hardness. This 
softening process stems from changes in the chemical 
composition and structural integrity of carbohydrate cell 
walls within fruit tissues. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 5. Box-plot firmness 

Both destructive and non-destructive data were collected to 
create datasets for data processing. The classification task 
utilized three machine learning models: K-Nearest 
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Neighbors (KNN), Support Vector Machine (SVM), and 
Random Forest, to classify three levels of maturity of Batu 
Tangerine 55. The data variations included RGB, UV, and 
combined datasets.The classification process involved two 
phases: the training phase, where the model was constructed, 
and the testing phase, where the model's accuracy was 
evaluated using separate data. The results are summarized in 
table 1. In the RGB dataset, the SVM model outperformed 
the other models, achieving a training accuracy of 100% and 

a testing accuracy of 97%. Similarly, the Random Forest 
model performed best in the UV dataset, with a training 
accuracy of 100% and a testing accuracy of 92.5%. 

When considering the combined RGB and UV dataset, the 
SVM model once again exhibited superior performance, 
attaining a training accuracy of 100% and a testing accuracy 
of 95%. Thus, the recommended model for use with RGB 
image data is SVM, given its robust performance across both 
training and testing phases. 

 
 

TABLE I 
MACHINE LEARNING CLARIFICATION DATA 

  Model Scaling Training  
Accuracy 

Test 
 Accuracy 

RGB 

KNN MinMax 1.0 0.97 

KNN None 0.95 0.94 

Random Forest  MinMax 1.0 0.95 

Random Forest  None 1.0 0.94 

SVM (kernel: Linear) MinMax 1.0 0.97 

SVM (kernel: Linear) None 1.0 0.97 

UV 

KNN MinMax 0.95 0.94 

KNN None 0.91 0.95 

Random Forest  MinMax 1.0 0.93 

Random Forest  None 1.0 0.92 

SVM (kernel: Linear) MinMax 0.95 0.97 

SVM (kernel: Linear) None 1.0 0.88 

All 

KNN MinMax 0.95 0.92 

KNN None 0.97 0.95 

Random Forest  MinMax 1.0 0.89 

Random Forest  None 1.0 0.89 

SVM (kernel: Linear) MinMax 1.0 0.96 

SVM (kernel: Linear) None 1.0 0.92 

 
 

TABLE II 
PREDICTION RESULTS WITH PLS COMBINED DATA  

Physicochemical 
parameters Factor R2 Calibration RMSEC R2 Cross-

validation 
RMSEC

V 
R2 

Prediction RMSEP RPD 

Firmness 10 0.71 2.34 0.69 2.44 0.63 2.76 1.81 

Brix 10 0.43 0.93 0.39 0.96 0.48 0.88 1.28 

Acid 10 0.60 0.31 0.56 0.32 0.49 0.34 1.52 

B/A 10 0.79 3.58 0.77 3.70 0.81 3.48 2.12 

 
The prediction model for the maturity parameter of Batu 

Tangerine 55 utilized Partial Least Squares (PLS) analysis, 
implemented using Python software. The PLS analysis 
comprised two stages: calibration and validation, with 2/3 of 
the total 480 data points used for model training. Cross-

validation, an integral part of PLS analysis, was employed to 
assess the accuracy of the calibration model. Subsequently, 
1/3 of the total data was utilized to predict the maturity of 
other tangerine fruits. Table 2 presents the prediction results 
of the mature parameters based on physicochemical 
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parameters derived from combined reflectance and 
fluorescence data. The brix/acidity ratio yielded the highest 
R2 value of 0.81. Statistical parameters used for model 
evaluation include the coefficient of determination (R2), 
root-mean-square error of calibration (RMSEC), and root-
mean-square error of cross-validation (RMSECV). A small 
difference between RMSEC and RMSECV indicates model 
stability, with larger differences suggesting that the 
calibration set model does not adequately represent the 
validation set [14]. The accuracy achieved in this study was 
not superior to that of deep learning models developed in 
previous studies [7]. However, the machine learning model 
utilized herein offers advantages in terms of ease of training 
and implementation compared to deep learning models. 

IV. CONCLUSION 
A machine learning model has been developed using a 

reflectance-fluorescence image dataset to classify three 
levels of maturity of Batu Tangerine 55 fruit, employing 
three models: KNN, SVM, and Random Forest. The SVM 
model utilizing reflectance (RGB) data yielded the most 
favorable results, achieving a training accuracy of 100% and 
a testing accuracy of 97%. For the prediction of the maturity 
of Batu Tangerine 55 fruit using the PLS method, the 
brix/acidity ratio emerged as a significant parameter 
compared to others. Notably, the combined feature set 
produced the highest prediction accuracy, with an R2 value 
of 0.81 and an RMSE of 3.4. 
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ABSTRACT This research aims to conduct a Chi-square analysis on the histogram of woven fabric images 
dyed with natural dyes following exposure to sunlight. Woven fabrics dyed with natural dyes have attracted 
attention in the textile industry due to their sustainability and environmental safety. Continuous sunlight is a 
significant factor influencing color changes in woven fabric dyed with natural dyes. The methodology 
involves capturing images of woven fabric pre- and post-sunlight exposure, followed by histogram analysis 
using Chi-Square testing, mean, mode, and standard deviation. We utilize pre-cropped and resized grayscale 
images. Research findings demonstrate that sunlight significantly impacts the histogram of woven fabric 
images dyed with natural dyes, causing shifts in color distribution, standard deviation, and mode. These 
findings hold critical implications for the textile industry, particularly for manufacturers of woven fabrics 
dyed with natural dyes. The application of Chi-Square analysis and standard deviation provides guidelines 
for product design, maintenance procedures, and consumer education regarding the preservation of color 
quality in fabrics exposed to sunlight. Changes in the quality of woven fabric images under sunlight exposure 
can offer essential guidance in the care and maintenance of textile products dyed with natural dyes. This 
research contributes to a deeper understanding of the interplay between natural dyes, sunlight, and woven 
fabrics, supporting the development of sun-resistant natural dyes. 

KEYWORDS: Chi-Square, natural dyes, sunlight, woven fabric 

I. INTRODUCTION 
The textile industry has experienced rapid development in 

recent decades, with various innovations aimed at improving 
sustainability and environmental safety. One important aspect 
of this effort is the use of natural dyes in the production of 
woven fabrics. Natural dyes have become an attractive option 
due to their more environmentally friendly nature compared to 
synthetic dyes, which often have a negative impact on the 
environment and human health [1][2]. 

However, the use of natural dyes in woven fabrics is not 
without its challenges. The common view is that there is a 
decline in the color quality of traditionally woven fabrics made 
from natural dyes if exposed to sunlight for a long time. One 
of the factors that affect the color quality of textile products 
that use natural dyes is sun exposure. Constant sunlight is one 
of the external factors that can change the color of woven 
fabrics that have been dyed with natural dyes [2][3]. In 
everyday environments, textile products exposed to sunlight 
often experience color changes that can affect the aesthetics 
and value of the product.  

Therefore, it is necessary to understand the impact of 
sunlight on woven fabrics that use natural dyes. This study 
aimed to explore color changes in woven fabrics that have 
been dyed with natural dyes after exposure to sunlight. To 
achieve this goal, we used Chi-Square analysis, mean, mode, 
and standard deviation on the histogram of woven fabric 
imagery before and after exposure to sunlight. This method 
can provide deeper insight into changes in color distribution in 
sun-woven fabrics. This study limits the issue to the effect of 
sun exposure time on the image histogram of woven fabrics 
using natural dyes. 

The results of this study have important implications in the 
context of the textile industry and the environment  [2][4]. We 
hope that this research can provide a better understanding of 
the interaction between natural dyes, sunlight, and woven 
fabrics, as well as lay the foundation for the development of 
natural dyes that are more resistant to the effects of sunlight. 
In addition, the results of this study can be a guide for 
consumers and manufacturers in maintaining the color quality 
of textile products that use natural dyes when exposed to 
sunlight. Thus, this research contributes to efforts to make the 
textile industry more sustainable and environmentally friendly 
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Some research gaps or gaps that can be the basis for further 
research include:  
1. Effect of Sun Exposure Time: This study focused on the 

effect of sunlight with various differences in sun 
exposure time on woven fabrics. 

2. Natural Dyes and Types of Woven Fabrics: This study 
used 2 types of woven fabric images derived from 3 
types of natural dyes. The first image with white color, 
which is made of cornmeal. The second image is a cloth 
consisting of 3 pieces of white, red and blue colors. The 
blue color is made from the bauk ulu (local language) 
and the red color from the bark and roots of noni wood. 
The process of making color with CRAdips yarn made 
of cotton into extra water from natural dyes. 

3. Development of Sun-Resistant Natural Dyes: These 
findings could inspire further research in developing 
natural dyes that are more resistant to the effects of 
sunlight. This gap invites research to find solutions to 
maintain color quality in woven fabrics that use natural 
dyes, especially when exposed to sunlight. 

4. Environmental and Sustainability Aspects: Although 
there is concern for natural dyes due to sustainability 
and environmental safety, this study does not explicitly 
explore the impact of sunlight on environmental aspects 
or sustainability.  

 
II. RELATED RESEARCH 

Previous studies on the effect of sunlight on textile 
products using natural dyes have provided valuable insights 
into the textile industry, but there are still drawbacks that can 
be improved. Some previous studies have covered diverse 
methods, but there is room for further research development. 
In this review, several previous evaluations examined the 
impact of sunlight on textile products using natural dyes, as 
well as identifying flaws in the methods used. 

Other research tested the effect of sunlight on the color of 
woven fabrics using natural dyes with an experimental 
approach. They hung strips of fabric in the sun over various 
time intervals and measured changes in image quality at 
specific intervals using MSE and PSNR parameters [5][6]. 
The drawback was the absence of in-depth statistical analysis 
to support their experimental results. 

Other research on computer simulations to determine the 
quality of the process of making natural dyes. The quality of 
dyeing cotton cloth using jengkol fruit peel waste 
(Archidendron jiringa) is calculated by calculating K/S and dE 
values [7]. One of the processes of testing the quality of batik 
coloring using natural dyes is the color difference test (L*a*b. 
[8]. Testing of flexing strength, rubbing effect on fabric, and 
light intensity of Cassia extract plant on wool fabric using CIE 
L*a.b* [9]. However, the drawback is strong experimental 
validation, as it relies solely on simulation models. The 
simulation results may not fully reflect real-world situations. 
In addition, the study did not provide a deep understanding of 
color change at a statistically strong level regarding the 
influence of sunlight on color quality. Although the process of 

analyzing color changes in textile products uses natural dyes 
with spectrophotometric methods, the drawback is that it 
requires expensive equipment and does not consider other 
external factors that can affect color change. 

Another study describes the measurement with the 
percentage dose of each natural color extract used to show the 
quality of the color produced [10]. The combination of several 
extracts of natural dyes can be done to produce good intensity 
and color elasticity resistance in fabrics [11]. Utilization of 
bio-mordan almond peel extract as a textile dye, as an 
alternative that can help reduce dependence on toxic mordan 
metal. The amount of mordan applied in small quantities (units 
of g/l) affects the quality of the color used [12]. In addition, 
using milliliter units per gram (ml / g) as a dose of chemical 
use [13]. This research is more on the use of microscopy to 
observe changes at the microscopic level in woven fabric 
fibers exposed to sunlight. This research focuses more on 
changes at the fabric cell level. This process does not integrate 
color analysis of the entire fabric and focuses only on 
individual cell changes. The results may be less practically 
relevant in the textile industry. 

Another study relates to color resistance tests on woven 
fabrics that use natural dyes. Assessment of the quality of 
dyeing woolen fabrics with onion dye using K/S units 
represented by graphic presentation [14]. The fastness of 
woolen fabrics with natural dyes such as madder root, 
chamomile, pomegranate bark, and apple tree bark is 
excellent. Color strength at K/S=14  [15]. Acceleration testing 
methods may not fully reflect the color changes that occur in 
woven fabrics under everyday sunlight conditions. 

Although this past research has made important 
contributions to the understanding of the impact of sunlight on 
textile products that use natural dyes, there are shortcomings 
that need to be corrected. Therefore, future research can take 
a more comprehensive approach by combining various 
methods, such as field experiments, spectrophotometric 
analysis, as well as the use of microscopy to understand 
changes at the microscopic level. This will make it possible to 
gain a more complete understanding of how sunlight affects 
textile products that use natural dyes. In addition, the study 
may also consider different types of woven fabrics and 
different natural dyes to understand variations in response to 
sunlight.  

Today, image processing has been developed with various 
methods to analyze image quality in various fields. One of 
them is in the textile field. Image analysis is carried out by 
various methods and calculations. Among them are to identify 
grains based on color feature extraction using RGB and HSV, 
shape feature extraction using Morphological Threshold, and 
texture feature extraction using Grey Level Co-occurrence 
Matrix (GLCM) and Local Binary Pattern (LBP) [16]. 
Likewise, in the process of classifying plants based on the 
shape of their leaves with edge detection methods and artificial 
neural networks [17] or wood fiber classifiers utilizing deep 
learning [18].  

The image processing research above has not discussed the 
image from the results of statistical analysis. Accuracy in 
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fabric degradation calculations can be predicted from the 
physical properties of Ultra-Violet degraded woven fabrics at 
various levels of exposure time [19]. Some of these physical 
properties can be analyzed through statistical analysis such as 
chi-square image histogram, mean, standard deviation, and 
image histogram mode. Chi-square is used for histogram 
matching in computer vision problems in analyzing facial 
images and expressions [20]. Research to reduce noise by 
estimating image noise levels with chi-square distribution 
[21]. 
 
III. RESEARCH CONTRIBUTIONS 

This research has various important contributions that can 
have an impact on various aspects, including the textile 
industry, science, and the environment. The main contribution 
of this study is to provide a better understanding of how 
changes in the image histogram of woven fabrics made from 
natural dyes occur, over time of sun exposure. These results 
will provide valuable insights for producers and consumers in 
managing the treatment of textile products using natural dyes, 
as well as potentially laying the foundation for the 
development of natural dyes that are more resistant to the 
effects of sunlight, support sustainability aspects in the textile 
industry, and increase understanding of the interaction 
between natural dyes and sunlight in textile environments. 
Some of the key contributions of the study include: 
1. A Deeper Understanding of Natural Dyes:  

This research provides a deeper understanding of the 
influence of sunlight on the color quality of woven 
fabrics that use natural dyes. This can help textile 
manufacturers and researchers understand how natural 
dyes interact with environmental factors, particularly 
sunlight. 

2. Textile Product Care Guide:  
The results of this study can be used as a treatment 
guide for textile products that use natural dyes. 
Consumers and manufacturers can utilize this 
information to maintain the color quality of woven 
fabrics, reducing the risk of discoloration due to sun 
exposure. 

3. Development of Natural Dyes More Resistant to 
Sunlight:    
This research could encourage the development of 
natural dyes that are more resistant to the effects of 
sunlight. This can contribute to the reduction of the use 
of synthetic dyes that negatively impact the 
environment and human health. 

4. Sustainability and Environmental Aspects:    
These findings support aspects of sustainability in the 
textile industry by promoting the use of more 
environmentally friendly natural dyes. This can be an 
important step in reducing the textile industry's impact 
on the environment. 

5. Advanced Research:    
This research opens the door to further research that can 
answer more in-depth questions, such as the effect of 
sun exposure time, comparisons of different types of 

natural dyes, and practical applications in the textile 
industry. This has the potential to provide more 
comprehensive insights into the understanding of 
natural dyes and sunlight. 

With its contributions covering practical, scientific, and 
environmental aspects, this research can be the basis for 
innovation and a better understanding of the use of natural 
dyes in the textile industry, with a positive impact on the 
industry and the environment. 
 
IV. RESEARCH METHODS 

This research method will prioritize Chi-Square analysis 
and histograms to understand color changes in textile products 
that use natural dyes after exposure to sunlight. Figure 1 shows 
the flow of research conducted.  

 

Figure 1. Research process flow 
 
Here are the methodological steps to follow: 
1. Identify natural dyes in woven fabrics. 

This stage is the process of collecting image samples of 
woven fabrics made from natural dyes. The woven 
fabric used is made of cotton, with natural dyes from 
corn powder to produce a white color. The red color is 
made from noni bark, the blue color is made from 
needle leaves. 

2. The stage of taking the original image as a reference. 
Shooting using a mobile camera with Samsung SM-
A315G F2.0 1/50s 4.60mm ISO 125 smartphone 
specifications with a ratio of 9:16. The shooting 
distance is 30 cm and the image photo process is one 
day after drying. 
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Figure 2 shows the process of taking images before and 
after drying. 

 

       
 (a)  (b)  (c) 

 
Figure 2.  The process of capturing woven fabric imagery. 

Camera distance with woven cloth (a), temperature 
measurement, room light intensity (b), lighting room 
conditions when taking images (c). 

 
The measured light intensity value during the weaving 
fabric image is 84 x 100 lumens. The average room 
temperature measured during shooting ranged from 
28.30°C to 30.30°C, and the relative humidity was 
43%. 

3. Drying woven fabrics. 
This stage is to obtain exposure to sunlight with various                   
drying time intervals. The drying time starts at 09.00-
15.00, every 1 hour the sun-dried image is taken as in 
step 2 above. Figure 3 shows the drying process of the 
fabric and the measurement of the value of light 
intensity, and temperature during the drying process.  

 
Figure 3. The drying process of woven fabrics      

TABLE I 
DATA ON TEMPERATURE, AIR HUMIDITY, AND LIGHT 
INTENSITY AT THE TIME OF DRYING WOVEN FABRICS 

Drying hour Temperature 
Value 

Relative 
Humidity 

Light Intensity 
(x 100) Lumen 

09:00 - 10:00  33,10 C 42% 1710 
10:00 - 11:00  33,30 C 42% 1627 
11:00 - 12:00 33,80 C 42% 1649 
12:00 - 13:00  35,80 C 42% 1639 
13:00 - 14:00 34,20 C 45% 1550 
14:00 - 15:00  34,20 C 49% 1546 

 
The value of temperature, the temperature itself, and 
light intensity at the time of drying woven fabrics are 
recorded as variables that affect the process of 
calculating ci-square on woven fabric images. 
The data in Table 1 shows the value of temperature, 
temperature, and light intensity when drying fabrics. 
 
 

4. The process of cropping and resizing images. 
The cropping stage is carried out to take samples of the 
analyzed imagery. The process of image resizing to 
ensure the same image size between the original image 
and the image after sun exposure. 
The process of cropping and resizing images is carried 
out using matlab software. Pieces of source code from 
the cropping and resizing process. 
 

 
The results of the source code of the ‘image cropping 
program’, are shown in Figure 4 and Figure 5. Figure 4 
is for the image of one type of color, namely white, and 
Figure 5 is for the image of woven fabric consisting of 3 
types of colors. The cropping process that occurs (a) and 
the selected image crop results (b). Furthermore, the 
cropped image was resized again with a size of 128x128 
pixels (c).  
 

  
(a) (b) (c) 

 
Figure 4.  The result of cropping and resizing the image of woven 

fabric for 1 type of color (white color). The cropped part 
of the woven fabric image (a), the image cropping result 
(b), and the resizing result (c). 

 

% Program cuts image 
clc; 
clear; 
% Read image from file 
namafile = 'k1_10-11.jpg';  
citra = imread(namafile); 
% Display image to view its contents 
imshow(citra); 
% Create box for crop 
kotak = imrect; 
%Wait until the box is completed (press Enter) 
wait(kotak); 
% Get the position and size of the selected box 
posisi_kotak = getPosition(kotak); 
% Crop the image according to the selected box 
citra_crop = imcrop(citra, posisi_kotak); 
% Resize image to new size 
ukuran_baru = [128, 128]; 
citra_resize = imresize(citra_crop, 
ukuran_baru); 
  
% Displays cropped and resized image 
figure; 
subplot(1, 2, 1); 
imshow(citra_crop); 
title('Hasil Crop'); 
subplot(1, 2, 2); 
imshow(citra_resize); 
title('Hasil Resize'); 
  
% Save the cropped image and resize it to a new 
file (optional) 
namafile_crop_resize = 'k1_10-
111_resize128.jpg';  
imwrite(citra_resize, namafile_crop_resize); 
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(a) (b)  (c) 

Figure 5.  The result of cropping and resizing the image of woven 
fabric (for 3 types of colors). The cropped part of the 
woven fabric image (a), the image cropping result (b), 
and the resizing result (c). 

The image size used for analysis is 128 x 128 pixels. The 
process of converting RGB images to grayscale images, with 
Matlab software. The source code snippet is as follows:  

 
The results of the source code above are shown in Figure 6 

 
Figure 6. RGB image display and gray scale image 

5. Calculation and analysis of the histogram 
The original image and the image exposed to the heat of 
sunlight are calculated histogram values. The calculation 
results analyzed several parameters such as the mean, 
mode, and standard deviation of each image. Image types 
in histogram analysis use grayscale images. 

6. Calculation and analysis of ci-square original imagery 
with imagery after exposure to sunlight. 
Chi-square analysis is performed by calculating the per-
pixel ratio between the original image and each image 
after sun exposure. Chi-square calculations use grayscale 
image types. 

7. Interpretation of results. 
This stage is the process of interpreting the results of the 
Chi-Square analysis to determine whether the change in 
the histogram image of woven fabrics exposed to sunlight 
is significant or not. Compare results between different 
types of woven fabrics and natural dyes to identify 
differences in response to sunlight. 

8. Conclusions and implications 
Summarize findings and conclusions from Chi-Square 
analysis and histogram. Discuss the implications of these 
research results in the context of the textile industry, 
sustainability, and the development of natural dyes that 
are more resistant to sunlight. 

V. RESULT 
  The results of this study provide valuable insight into the 

impact of sunlight on textile products that use natural dyes. 
The following is a description of the results of this study: 

A. WHITE COLOR 
Tables 2 and 3 show the results of changes in the histogram 

of the original image and the image after drying. Each sun-
dried image is compared to the original image. The type of 
image is grayscale. 

 
TABLE II 

CHANGES IN THE HISTOGRAM OF THE ORIGINAL IMAGE WITH THE IMAGE AFTER EXPOSURE TO SUNLIGHT. AS WELL AS THE 
DIFFERENCE IN THE HISTOGRAM OF THE TWO IMAGES 

Drying 
hour 

Histogram display of original imagery and sun-
dried imagery 

The difference between the histogram of the original 
image and the sun-dried image 

09.00-
10.00 

  

% Read RGB image 
rgbImage = imread('k1_asli_resize128.jpg'); 
  
% Convert RGB to grayscale images manually 
grayImage = 0.2989 * rgbImage(:,:,1) + 0.5870 
* rgbImage(:,:,2) + 0.1140 * rgbImage(:,:,3); 
  
% Convert image data type to uint8 (0-255) 
grayImage = uint8(grayImage); 
  
% Show RGB imagery and grayscale imagery 
figure; 
subplot(1, 2, 1); 
imshow(rgbImage); 
title('Citra RGB'); 
subplot(1, 2, 2); 
imshow(grayImage); 
title('Citra Grayscale'); 
  
% Save grayscale image  
nama_citra_gray = 
'k1_asli_resize128_gray.jpg'; 
imwrite(grayImage, nama_citra_gray); 
disp(['The grayscale image has been saved as: 
', nama_citra_gray]); 
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10.00-
11.00 

 
 

11.00-
12.00 

  

12.00-
13.00 

 
 

13.00-
14.00 
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TABLE III 
CHI-SQUARE VALUE, MEAN, MODE, AND STANDARD DEVIATION OF THE ORIGINAL IMAGE WITH THE IMAGE AFTER DRYING IN 

SUNLIGHT  

Drying hour mean Standard 
deviation Mode 

Chi-Square value of original 
imagery with image after 

drying 
Original image 64 11,51 220 - 

09.00-10.00 64 95,49 215 2752,2413 
10.00-11.00 64 83,23 198 7160,2007 
11.00-12.00 64 108,34 233 389,4071 
12.00-13.00 64 107,25 228 373,4448 
13.00-14.00 64 107,17 224 254,0882 

 

B. IMAGE WITH 3 COLOR TYPES
Tables 4 and 5 show the histogram results of the original image with the image exposed to sunlight. Table 4 shows histogram 

values such as mean, standard deviation mode of histogram image, and chi-square value between the original image and sunlight 
image.   

 
TABLE IV 

CHANGES IN THE HISTOGRAM OF THE ORIGINAL IMAGE WITH THE IMAGE AFTER EXPOSURE TO SUNLIGHT, AS WELL AS THE 
DIFFERENCE IN THE HISTOGRAM OF THE TWO IMAGES FOR IMAGES WITH 3 TYPES OF COLORS 

Drying 
hour 

Display of the original image, the changed image and the histogram difference between the original image 
and the sun-dried image 

Original 
image 

 

09.00-
10.00 
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11.00-
12.00 

 

10.00-
11.00 

 

12.00-
13.00 

 

13.00-
14.00 
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14.00-
15.00 

 
 

TABLE V 
CHI-SQUARE, MEAN, MODE, AND STANDARD DEVIATION VALUES OF THE ORIGINAL IMAGE WITH THE IMAGE AFTER DRYING IN 

SUNLIGHT FOR IMAGES WITH 3 COLOR TYPES 

Drying hour mean Standard 
deviation Mode 

Chi-Square value of original 
imagery with image after 

drying 
Original image 64 41,69 86 729,5334 

09.00-10.00 64 42,76 93 671,2343 
10.00-11.00 64 44,26 104 322,1226 
11.00-12.00 64 50,54 77 1509,5554 
12.00-13.00 64 52,41 87 475,6603 
13.00-14.00 64 43,23 111 821,6233 
14.00-15.00 64 54,84 90 729,5334 

The results of Chi-Square, standard deviation, mean and 
histogram mode of image tests show that changes in image 
histogram are statistically significant. This confirms that 
sunlight has a noticeable impact on the color distribution of 
woven fabric products that use natural dyes. 
1. Standard deviation 

Standard deviations tend to rise and fall over time, 
indicating changes in pixel intensity variations in the 
image. The highest standard deviation occurred at 1 
p.m., indicating the highest variation in pixel intensity 
at the time, while the lowest standard deviation 
occurred at 9 a.m. This data provides insight into how 
imagery intensity fluctuates during the day and may be 
related to changes in lighting or other factors affecting 
imagery during those hours. A higher standard deviation 
indicates a greater difference in the pixel intensity 
distribution of the image at a given hour 
The first image (white), drying from 11 a.m.—12:00 
p.m. or 1:00 p.m. has a high standard deviation value. 
The difference in value from the 3rd drying time is 
small. The lowest standard deviation value at drying 
time is 09.00-10.00. While the 2nd image of drying at 
14.00-15.00 has the highest and lowest values at 0900-
10.00. 

2. Mode Value 
This mode data can be useful for understanding how the 
most common pixel intensities are in an image. This 
value indicates a change in the nature of the image. 
Mode values that change over time in a drying session 

indicate changes in image properties. This change is the 
result of changes in lighting conditions during drying 
time. Changes in mode values reflect the difference in 
pixel intensity distribution between images taken each 
hour. 
The first image of the largest mode value during drying 
time is at 11:00-12:00 and lowest at 10:00-11:00.  
The second largest mode value in woven fabric image 
with a drying time of 13.00-14.00 and the lowest drying 
time of cloth is 11.00-12.00. 
 

3. The chi-square value of imagery 
The Chi-Square Histogram value of the image shows a 
useful parameter for understanding the extent to which 
woven fabric images differ in terms of their pixel 
intensity over a period of drying time. This Chi-Square 
Histogram reflects the difference in pixel intensity 
distribution during the hours of drying. The higher the 
Chi-Square value, the greater the difference in the pixel 
intensity distribution between the original image and 
the sun-dried image. 
The greatest chi-square value at drying time is 10:00-
11:00 for the first image 13:00-14:00 and 10:00-11:00 
for the second cloth image. While the lowest value is at 
14.00-15.00 for the first image at 11.00-12.00 for the 
second image. 
Two times compared.  

The results of this study provide valuable insights into an 
effort to maintain the color quality of textile products that use 



 Patrisius Batarius et al.: Chi-Square Histogram Analysis… (April 2024) 

VOLUME 06, No 01, 2024 DOI: 10.52985/insyst.v6i1.348 16 

natural dyes under sun exposure conditions. With a deeper 
understanding of color change and color distribution at a 
statistical level, the textile industry can continue to move 
towards sustainability, reduce environmental impact, and 
deliver better products to consumers. 

VI. DISCUSSION 
The discussion of the results of this study opens up space 

for a deeper understanding of the impact of sunlight on 
textile products that use natural dyes. Changes in the image 
histogram show a significant change in the image of woven 
fabrics made from natural dyes due to exposure to sunlight. 
These changes reflect shifts in color distribution that can 
affect the visual appearance of textile products. This is in 
accordance with the common observation that textile 
products exposed to sunlight often experience color changes.  

Changes in the statistical value of woven fabric imagery 
caused by sunlight can vary between drying intervals and 
times and the type of natural dye used in woven fabrics made 
of cotton. Chi-Square test results, mode, and standard 
deviation are significant, this study provides statistical 
validation of the color changes observed in the histogram. 
This confirms that the color change is not the result of 
chance, but a significant effect of sun exposure. 

The response to sunlight can vary between the types of 
natural dyes used. This is a very important finding, as it 
suggests that some textile products may be more resistant to 
the effects of sunlight than others. This can provide an 
opportunity for manufacturers to choose natural dyes or 
woven fabrics that are more suitable for specific 
applications. 

The results of this study have practical implications for 
producers and consumers in the textile industry. 
Manufacturers can use this knowledge to develop products 
that are more resistant to sun-induced discoloration or 
provide better care guidance to consumers. Consumers, on 
the other hand, can use this information to maintain the 
quality of textile products they have under conditions of sun 
exposure.  

This research supports aspects of sustainability in the 
textile industry. With a better understanding of the impact of 
sunlight on textile products that use natural dyes, 
manufacturers can reduce resource wastage, reduce the risk 
of unwanted discoloration, and increase efficiency in product 
care. The results of this study can be the foundation for the 
development of natural dyes that are more resistant to 
sunlight. This is a positive step in reducing the use of 
synthetic dyes that negatively impact the environment and 
human health, as well as creating more sustainable 
alternatives.  

However, it's important to remember that this study still 
has some limitations. One is to focus on sun exposure as the 
only external factor affecting textile products. In real-world 
situations, textile products may be exposed to a variety of 
external factors, such as changing weather, humidity, and air 
pollution. Therefore, further research may consider the 
interaction between sunlight and these factors. 

VII. CONCLUSION 
This study illustrates the impact of sunlight on textile 

products, especially woven fabrics made from natural dyes. 
This impact focuses on the emphasis of the image histogram 
and the analysis of the Chi-Square, mode, and standard 
deviation of the image histogram. The contribution made to 
this research slightly contributed to the understanding of the 
textile industry, especially woven fabrics made from natural 
dyes. The statistical value gained in the discussion, helps 
manufacturers to create products that are more resistant to the 
effects of sunlight and supports sustainability efforts in this 
industry. Further research can expand the results of this study 
by considering other external factors and supporting the 
development of natural dyes that are more resistant to sunlight.  

This research has not received accuracy from textile 
experts. This research is one way to determine the image 
quality of woven fabrics made from natural dyes. Further 
development is needed between the results of this research and 
the process in the textile world. 
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ABSTRACT The government is trying to increase corn yields to meet the Indonesian population's food needs 
and for export abroad. Some farmers have yet to gain experience with the types of diseases in corn, so they 
need tools or systems to guide and provide information to new farmers. Many previous studies have 
developed automatic systems to identify corn leaf diseases, with the goal of increasing corn crop production 
by early recognition and control. We propose a system for identifying types of corn leaf diseases using the 
CNN (Convolutional Neural Network) method to be more precise in recognizing corn diseases early on. The 
methods used in previous research mostly used deep learning with high accuracy results above 90%. CNN is 
one of the deep learning methods, so we use it to identify types of leaf diseases. Our data comes from Kaggle; 
we process it first. The Kaggle dataset has corn plants similar to those in Indonesia, so we use this data with 
identification classes (Blight, Common rust, Gray leaf spot, and Healthy). The training data is 2000 images 
with 500 images for each class, and the testing data is 120 images with 30 images for each class. The 
evaluation results show that the classification process using the CNN method has an accuracy of 84.5%. The 
results we produced for identifying types of corn leaf disease still lack accuracy in their prediction, indicating 
the need to improve the CNN architecture model. 

KEYWORDS CNN, Corn Leaves, Identification, Type of Disease 

I. INTRODUCTION 
The need for corn for food in Indonesia is increasing, and 

the government is trying to strengthen national food. Areas 
where corn is grown include North Sumatra, South Sumatra, 
Lampung, Central Java, East Java, Nusa Tenggara, North 
Sulawesi, South Sulawesi, and Maluku. And the government 
has developed a strategy to increase corn yields to meet 
Indonesia's demand and for export. Although some farmers 
are keen to increase rice production,  several obstacles have 
arisen, such as disease and pest attacks on corn [1]. Farmers 
with experience in corn production are better equipped to 
handle the various diseases and pests that affect the crop. 
However, for novice and inexperienced farmers, recognizing 
the different types of corn diseases and pests requires 
information and guidance. Several previous studies have 
created a simulation system for identifying types of disease 
in corn [2]. An automatic system-based identification system 
simply inputs an image of a corn leaf and it will display 
information on the type of corn leaf disease. 

The automatic system for identifying types of leaf disease 
uses machine learning methods with extraction feature 
methods from texture and color from RGB (Red Green 
Blue), HSV (Hue, Saturation, Value), L*a*b images [3]-[5]. 
On average, the automatic system for identifying leaf disease 

types using machine learning (Naive Bayes, K-Nearest 
Neighbor (k-NN), SVM (Support Vector Machine) has an 
accuracy of 70-90%. So there is a lot of research trying to 
increase accuracy for identification. The aim of developing a 
system for identifying leaf disease types is to help increase 
corn crop production. Because if diseases in corn can be 
controlled and recognized early, there is a chance of 
increasing crop production. 

Research related to identifying types of leaf diseases 
using deep learning methods continues to develop, both 
using pretrained transfer learning architectures and creating 
your own architecture [1][6]-[11]. From previous research, 
the process of identifying types of corn leaf disease using the 
CNN (Convolutional Neural Network) method has an 
accuracy of above 90%. Therefore, to improve accuracy, we 
used CNN to classify the types of corn leaf diseases. We 
hypothesized that modifying the CNN architecture could 
improve the accuracy of detecting corn leaf disease types 
The purpose of this research is to create a system to detect 
types of corn leaf diseases. Differences between our research 
and previous ones [10], We create a CNN architecture with 
four times the number of convolution layers and our image 
size is 256x256. 

 
 



 Rahul Firmansyah, et. al.: Identifying Types of Corn Leaf… (April 2024) 

VOLUME 06, No 01, 2024 DOI: 10.52985/insyst.v6i1.347 19 

II. LITERATURE REVIEW 
Research related to identifying types of corn leaf diseases 

is included in table 1. 
TABLE I 

LITERATURE REVIEW 

No Method Results 
1 Feature extraction using texture (contrast 

value, correlation, energy, homogeneity, 
average, standard deviation) from L*a*b 
images, and classification process using k-NN 
[3] 

Accuracy 73.3% 

2 Using GLCM feature extraction from 
grayscale images, and HSV image feature 
values, then classified using k-NN [4] 

70% Accuracy 

3 Identifying types of leaf diseases using 
pretrained deep learning methods [8] 

Validation data 
accuracy 88% 

4 Identification of types of corn leaf disease 
from the mean features, standard deviation of 
RGB, HSV, and YCbCr images totaling 18 
features, and 4 GLCM features (contrast, 
correlation, homogeneity, and energy), and 
the classification process with SVM [12] 

99.5% Accuracy 

5 Classification of types of corn leaf diseases 
using deep learning, input image size 32x32 
[10] 

94% Accuracy 

6 Classification of types of corn leaf disease 
using ResNet50 and 224x224 image input [9] 

98.3% Accuracy 

7 Classifying types of corn leaf disease using 
HSV and GLCM (Angular Second Moment, 
Inverse Difference Moment, entropy and 
correlation) feature extraction, k-NN 
classification method [5] 

84% Accuracy 

8 Create a simulation system for identifying 
corn diseases, but based on 46 symptoms and 
15 types of pest diseases [2] 

Accuracy 73.3% 

9 Identify types of corn leaf diseases using 
pretrained deep learningEfficientNetB0 
architecture [11] 

96% Accuracy 

10 Identify types of corn leaf disease with CNN 
and 150x150 color image input [7] 

94% Accuracy 

11 Identify types of corn leaf disease with CNN 
and 50x50 image input [6] 

99.9% Accuracy 

12 The process of extracting the image features 
of corn leaves using CNN VGG-16 and 
150x150 images, and then the process of 
classifying the types of corn leaf diseases 
using SVM, k-NN, and MLP [13] 

SVM accuracy 
93.8%, k-NN 
92.1%, and 
MLP 94.4% 

13 Classification of types of corn leaf disease with 
AlexNet and an input image size of 256x256 
[1] 

90% Accuracy 

 
 
 
 

III. METHOD 

A. DATASETS 
Research data is taken from the Kaggle dataset [14]. We 

resize the image to 256x256. The distribution of training and 
testing data is presented in table 2. The number of classes in 
this study is four: blight, common_rust, gray_leaf_spot, and 
healthy, and each has the image data of corn leaves as shown 
in Figure 1. The data received from Kaggle was grouped by 
class in the form of folders. Images are stored in folders for 
each class. 

TABLE II 
DATASETS 

No Type Training Testing Total 
1 Blight 500 30 530 
2 Common_rust 500 30 530 
3 Gray_leaf_spot 500 30 530 
4 Healthy 500 30 530 

Total 2000 120 2120 

 

 
(a blight) 

 
(b common_rust) 

 
(c gray_leaf_spot) 

 
(d healthy) 

FIGURE 1. Example of a corn leaf dataset 

B. DEEP LEARNING 
Convolutional Neural Networks are very similar to 

standard artificial neural networks, or units arranged in the 
form of an acyclic graph (a graph without any cycles in it), 
which can be represented as a collection of neurons. The 
difference between CNNs is that there are hidden layers that 
are only connected by a subset of neurons in the previous 
layer. This kind of connection allows CNN to implicitly 
understand features. The CNN architecture produces 
hierarchical feature extraction through the use of filters 
trained for a specific purpose. In the first layer, the focus is 
often on recognizing edges or color changes. In the second 
layer, attention shifts to shape recognition. Filters in 
subsequent layers are generally focused on learning details 
from partial parts of objects, both those seen on a small scale 
and those seen on a larger scale. The last layer in the CNN is 
used to identify the object as a whole. In this feature 
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extraction layer, an image entered into the model will be 
encoded into numbers. This layer consists of two elements, 
namely the Convolutional layer and the Polling Layer. The 
convolution process in image data aims to produce features 
from the input image using filters. These filters have weights 
designed to detect object characteristics, such as curved lines, 
edges, or color changes. The activation function is an 
operation for recognizing nonlinearity and improving the 
representation of the model. The ReLU activation function is 
the output value of the neuron can be expressed as 0 if the 
input is negative. If the input value is positive, then the output 
of the neuron is the activation input value itself. Pollor 
subsampling is the process of reducing the size of image data 
or matrices with the aim of overcoming unnecessary 
fluctuations (overfitting) by the model. At this stage, the 
commonly used method is Max Pooling, which is known for 
using the area of the pooling input feature map to get the 
maximum value. This method is popular because it takes a 
region of the input feature map and extracts its maximum 
value. Flatten can convert all 2-dimensional arrays smoothed 
by feature maps into a single linear vector to become a fully 
connected input layer. A fully connected layer comes from 
the previous process of determining the features most related 
to a particular class. The function of this layer is to unite all 
nodes into one size. 

 
FIGURE 2. Image intensity value 

 

FIGURE 3. Example of convolution 

 

FIGURE 4. Example of max pooling 

 
FIGURE 5. Proposed CNN Architecture 
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FIGURE 6. Metric confusion results 

Softmax activation transforms values from a numeric 
vector into a probability vector, where each possible value is 
proportional to the relative scale of each value in the vector. 
Each output value from softmax activation is interpreted as a 
probability in each class. 

Image as in Figure 2. We took a sample of a particular part 
with a size of 10x10. We illustrate the convolution process of 
an image (Figure 3) with a size of 10x10 (Figure 2) and a filter 
size of 3x3. An image of size 10x10 has varying intensity 
values . It is then multiplied by a 3x3 filter, which results in 
the convolution of the same image of size 10x10, but the 
intensity value of each pixel is different. The convolution 
results take the maximum value for every 2x2 pixels to 
produce a max pooling process (Figure 4). The max pooling 
result is the best feature result from the maximum value, and 
the image size is reduced to 2 times smaller, for example, 
initially 10x10 to 5x5. 

This research proposes a CNN architecture, as in Figure 5. 
We propose a convolution layer four times and a pooling layer 
four times, and the results of the feature extraction layer or 
convolution layer are trained. Input image of corn leaves 
measuring 256x256 in color. The feature map resulting from 
the convolution layer is 16x16 in size, meaning it has 256 
feature maps. 

A convolution layer is a layer that carries out the 
convolution process, namely multiplying each image pixel 
with a filter. The purpose of the convolution layer is to 
produce features from the image. The pooling layer is a layer 
that takes the best features from the convolution layer in 
order to represent the average image or the maximum. Our 
proposal uses a convolution architecture four times and 
pooling four times to make the extracted features more 
detailed. The more pooling layers, the more detailed the 
feature values obtained and caused the image size to 
decrease. 

IV. RESULTS 
We conducted training data experiments using 

optimizer={'rmsprop','sgdm'}, and learning rate= 
{0.01;0.001}. We carried out training four times, each with 50 
epoch iterations. Optimizer training results='rmsprop' with 
learning rate=0.001 in table 3 and optimizer training 
results='rmsprop' with learning rate=0.01 in table 4. Optimizer 
training results='sgdm' with learning rate=0.001 in table 5 and 
with a learning rate value = 0.01 in table 6. The results of the 
confusion metric evaluation are as in Figure 6. In the 
confusion metric evaluation results, identifying the type of leaf 
disease that has 100% accuracy is healthy. Moreover, the 

evaluation results of confusion metrics with low accuracy are 
gray leaf spots of only 63%. 

 
TABLE III 

TRAINING OPTIMIZER='RMSPROP' WITH LEARNING RATE 0.001 

Epoch Iteration Time 

Elapsed 

(hh:mm:ss) 

Mini-

batch 

Accuracy 

Mini-

batch 

Loss 

Base 

Learning 

Rate 

1 1 00:00:14 16.41% 2.0853 0.0010 

4 50 00:10:52 67.19% 1.8346 0.0010 

7 100 00:22:12 87.50% 0.3519 0.0010 

10 150 00:33:31 77.34% 0.4690 0.0010 

14 200 00:44:51 90.63% 0.2029 0.0010 

17 250 00:56:11 95.31% 0.1122 0.0010 

20 300 01:07:27 92.97% 0.2130 0.0010 

24 350 01:18:43 96.09% 0.1001 0.0010 

27 400 01:29:57 96.09% 0.0992 0.0010 

30 450 01:41:13 99.22% 0.0410 0.0010 

34 500 01:52:45 84.38% 0.4603 0.0010 

37 550 02:04:23 100.00% 0.0211 0.0010 

40 600 02:15:37 99.22% 0.0740 0.0010 

44 650 02:26:51 100.00% 0.0091 0.0010 

47 700 02:38:07 100.00% 0.0174 0.0010 

50 750 02:49:30 99.22% 0.0430 0.0010 

 
TABLE IV 

TRAINING OPTIMIZER='RMSPROP' WITH LEARNING RATE 0.01 

Epoch Iteration Time 

Elapsed 

(hh:mm:ss) 

Mini-

batch 

Accuracy 

Mini-

batch 

Loss 

Base 

Learning 

Rate 

1 1 00:00:13 28.13% 2.3345 0.0100 

4 50 00:11:34 54.69% 2.6889 0.0100 

7 100 00:22:56 71.09% 0.6431 0.0100 

10 150 00:34:28 64.84% 1.5427 0.0100 

14 200 00:46:00 81.25% 0.4941 0.0100 

17 250 00:57:31 85.16% 0.3802 0.0100 

20 300 01:09:05 82.81% 0.3834 0.0100 

24 350 01:20:37 93.75% 0.1867 0.0100 

27 400 01:32:08 92.19% 0.1770 0.0100 

30 450 01:43:32 85.16% 0.3998 0.0100 

34 500 01:54:49 95.31% 0.1365 0.0100 

37 550 02:06:08 96.09% 0.1779 0.0100 

40 600 02:17:25 95.31% 0.1193 0.0100 

44 650 02:28:42 95.31% 0.1163 0.0100 

47 700 02:39:59 92.97% 0.1245 0.0100 

50 750 02:51:17 97.66% 0.0610 0.0100 
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TABLE V 
TRAINING OPTIMIZER='SGDM' WITH LEARNING RATE 0.001 

Epoch Iteration Time 

Elapsed 

(hh:mm:ss) 

Mini-

batch 

Accuracy 

Mini-

batch 

Loss 

Base 

Learning 

Rate 

1 1 00:00:13 16.41% 2.0853 0.0010 

4 50 00:11:37 87.50% 0.2358 0.0010 

7 100 00:23:25 90.63% 0.2112 0.0010 

10 150 00:35:12 96.09% 0.1714 0.0010 

14 200 00:46:39 100.00% 0.0492 0.0010 

17 250 00:58:01 100.00% 0.0443 0.0010 

20 300 01:09:20 100.00% 0.0279 0.0010 

24 350 01:20:37 100.00% 0.0547 0.0010 

27 400 01:31:54 100.00% 0.0232 0.0010 

30 450 01:43:10 97.66% 0.1204 0.0010 

34 500 01:54:23 100.00% 0.0401 0.0010 

37 550 02:05:35 98.44% 0.0845 0.0010 

40 600 02:16:48 93.75% 0.2289 0.0010 

44 650 02:28:01 93.75% 0.1443 0.0010 

47 700 02:39:14 96.09% 0.1229 0.0010 

50 750 02:50:26 99.22% 0.0314 0.0010 

 
TABLE VI 

TRAINING OPTIMIZER='SGDM' WITH LEARNING RATE 0.01 

Epoch Iteration Time 

Elapsed 

(hh:mm:ss) 

Mini-

batch 

Accuracy 

Mini-

batch 

Loss 

Base 

Learning 

Rate 

1 1 00:00:12 21.09% 2.2360 0.0100 

4 50 00:11:24 80.47% 0.6456 0.0100 

7 100 00:22:56 86.72% 0.3969 0.0100 

10 150 00:34:28 91.41% 0.1420 0.0100 

14 200 00:46:02 99.22% 0.0703 0.0100 

17 250 00:57:35 98.44% 0.0731 0.0100 

20 300 01:09:04 99.22% 0.0532 0.0100 

24 350 01:20:31 99.22% 0.0336 0.0100 

27 400 01:31:57 99.22% 0.0493 0.0100 

30 450 01:43:33 97.66% 0.0896 0.0100 

34 500 01:55:13 95.31% 0.1032 0.0100 

37 550 02:06:53 88.28% 0.2562 0.0100 

40 600 02:18:33 97.66% 0.0858 0.0100 

44 650 02:30:09 99.22% 0.0336 0.0100 

47 700 02:41:35 100.00% 0.0172 0.0100 

50 750 02:53:03 100.00% 0.0312 0.0100 

 
Table 7 results from the average accuracy value when 

testing data by changing the optimizer= {'rmsprop', 'sgdm'}, 
and learning rate= {0.01; 0.001}. The result of changes in the 

optimizer that has the highest accuracy is 'sgdm', and the 
learning rate is 0.001. 

TABLE VII 
TESTING EVALUATION RESULTS 

Optimizer Learning rate Testing Accuracy 

(%) 

SGDM 0.001 87 

SGDM 0.01 84 

RMSPROP 0.01 82 

RMSPROP 0.001 85 

 
TABLE VIII 

COMPARISON RESULTS OF RELATED RESEARCH 
Method Accuracy (%) 

Our Proposal 84.5 

AlexNet[1] 90 

CNN[6] 99.9 

CNN[7] 94 

ResNet50[9] 98.3 

Deep Learning[10] 94 

EfficientNetB0[11] 96 

 
Table 8 compares deep learning/CNN methods for 

recognizing corn leaf diseases. Our proposal has low accuracy 
compared with previous research. 

V. CONCLUSION 
We created a system for identifying leaf disease types 

using deep learning. Our dataset is sourced from Kaggle, and 
we only use 2120 images with four disease classes: blight, 
common rust, gray leaf spot, and healthy. The testing results 
for identifying types of corn leaf disease were 84.5%. 
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ABSTRACT Games, a now extremely prevalent form of global entertainment, have emerged as a leading 
industry in the entertainment media, surpassing other entertainment media such as books, films, and music. 
However, game development is a complex endeavor, requiring a diverse set of talents to create a decent game 
for people to enjoy. Some of the talents needed to create a good game is a game designer, which dictates how 
a player can interact with the world, a writer, which pours a meaningful story inside said world, and a 
composer, which uses music to elevate the emotions evoked by the game and its events. With that being said, 
this research aims to streamline the creation process of the game designers, specifically the level designers 
by focusing on procedural map generation and artificial intelligence to create a map that is in a playable state 
for the players to play in. Procedural map generation, facilitated by a genetic algorithm inspired by Darwin's 
evolutionary theory, expedites the level design process. The research explores two types of map generation—
tile-based and template-based, each with distinct advantages and disadvantages. Through user acceptance 
tests and expert-level analysis, it is evident that the genetic algorithm performs effectively, achieving a 
noteworthy level of player satisfaction. 

KEYWORDS Game, Genetic Algorithm, Map, Procedural Map Generation. 

I. INTRODUCTION 
Every human being needs entertainment in their life. 

Forms of entertainment may vary, one of which are games. 
No less than other types of entertainment such as films or 
books, games are a type of entertainment that requires a high 
level of technical complexity in its creation. Various 
components such as story, gameplay, system balancing, and 
marketing are needed in designing a game [1]–[3]. The more 
complex a game, the more complex its constituent 
components will be. Some of the important components in 
making games is level design and artificial intelligence for 
NPCs. Even though these two components are not the top 
priority in making a game, without a good level of design 
and believable AI from the NPCs, the game will feel bland. 

In making a level, level design requires a lot of effort in 
terms of time, assets, and the endurance of the designer who 
designs it. Level creators must consider various things 
starting from the player's position, enemy position, item 
position, good path arrangements so that the game is 
interesting and balanced, and a few other considerations. For 

example, Live Service games such as Valorant, Apex 
Legends, Fortnite, or Overwatch 2 require continuous map 
updates so that players don't get bored of playing and switch 
to another game. Because of this complexity, various 
research was carried out to make it easier for designers to 
carry out level design which ultimately give birth to 
Procedural Map Generation [4]–[6]. Some examples of 
algorithms in procedural map generation are Perlin Noise [7] 
which is used in the game Minecraft, Fractal Terrain 
Generation [8] in the game Terraria, or Genetic algorithms 
[9]–[15] in various existing studies. 

This research focuses on creating a snowball throwing 
game called Splatted. The creation of the level design for this 
game will not be done manually but automatically using a 
genetic algorithm. Apart from that, in this game artificial 
intelligence will also be developed which can influence the 
behavior of Non Player Characters (NPC) so that the game 
can be more interesting. It is expected that through this 
research, similar games can apply the methodology so that 
the games developed can become more interesting. 
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II.  “SPLATTED” GAME 
This game is developed for the purpose of research and as a 

case study in testing. This sub-chapter will discuss details 
related to gameplay and the artificial intelligence being 
developed. 

A. GAMEPLAY 
 Splatted is a game in which two teams, each consisting of 

five players, engage in a snowball war. Each successful hit on 
an opposing player scores points, with the primary objective 
being to accumulate the highest points and emerge as the 
winner of the snowball war. The winning team is either the 
one that meets the required point target or has more points than 
the opposing team when the game time ends. Players can 
perform several actions in this game, including picking up the 
ball from the ground, throwing the ball with the goal of hitting 
an opposing player, catching the ball thrown by an opposing 
player, and executing a “Fakeout” to deceive an opponent 
attempting to catch the thrown ball. Figure 1 provides an 
example of Splatted game footage where the white area 
represent the game area (snow), and the dark gray colors 
represent rocks (obstacles). Players and snowball throwers are 
only allowed to move within the snow areas. 

 

 

Figure 1. Screenshot of the Splatted game 

B. SPECIAL BALL 
Apart from the general snowballs, to add some spice into 

the game, several special spawners are provided in the levels. 
Each spawner has a special ball that can be picked up and used 
to attack opponents. Table 1 is a table of the special balls 
available and the function of these balls. 

 
TABLE I 

SPECIAL BALLS IN SPLATTED 

Name Display Function 
Ice Piercer 

 

Pierces past opposing players 
and teammates 

Snow-A-Rang 

 

The ball returns to the thrower 
after hitting someone 

Explod-o-Ball 

 

The ball explodes after a set 
duration and hits all the players 
in the explosion area 

Freezing Winter 

 

The player hit by the thrown 
ball is slowed down for several 
seconds 

Stone Auger 

 

Penetrates players and walls, 
then breaks into 3 normal 
smaller snowballs 

C. ARTIFICIAL INTELLIGENCE (NPC) 
In Splatted games, the behavior of Non-Player Characters 

(NPCs) is governed by a Finite State Machine (FSM). 
Utilizing an FSM allows NPCs to have several states, each 
providing different behaviors. Transitions between states in 
the FSM are influenced by real-time conditions of the NPCs, 
which could be affected by other NPCs, players, or the 
surrounding environment. The following section will 
describe the various states that an NPC can possess: 
1) RANDOM WALKING 

If the NPC does not have a snowball, it will walk to a 
randomly selected location, attempting to find a snowball on 
the ground along the way. However, if the NPC already 
possess a snowball, it will start searching for opponents. If the 
NPC reaches the target location without finding a snowball or 
an opponent, a new location will be randomly selected, and the 
search will resume. 

2) TAKE THE BALL 
If the NPC in “Random Walking” state spots a snowball or 

a special ball, it will transition to the “Take the Ball” state. In 
this state, the NPC will walk towards the identified ball to pick 
it up. After securing the ball, or if the ball is taken by someone 
else, the NPC will revert to the “Random Walking” state. 
3) AIM & THROW 

If an NPC in the ‘Random Walking’ state has a ball in hand 
and spots a member of the opposing team, the NPC will 
transition to the ‘Aim & Throw’ state. In this state, the NPC 
will cease movement and aim at the opponent. After 
confirming the aim is accurate, the NPC will throw the ball 
towards the predicted future position of the opponent. 
Following the throw, the NPC will revert to the ‘Random 
Walking’ state. 
4) FOLLOW TARGET 

If the target being aimed at in the “Aim & Throw” state 
disappears from the NPC’s view, the NPC will transition to 
the “Follow Target” state. In this state, the NPC will pursue 
the opponent with the goal of regaining vision of the target. 
During this pursuit, if the NPC fails to locate the opponent 
within a certain timeframe, the NPC will abandon the chase 
and revert to the “Random Walking” state. 
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5) CATCH BALL 
  Specifically, the ‘Catch Ball’ state can be entered from any 

other state when the NPC spots a ball being thrown in its 
direction. The purpose of this state is to enable the NPC to 
attempt to catch balls that are being thrown at it. 

III. IMPLEMENTATION OF GENETIC ALGORITHM INTO 
SPLATTED GAMES 

In this sub-chapter, we will delve into the details of using 
genetic algorithms in Splatted games. This includes 
everything from the representation and fitness values, to the 
methods employed in each operation of the genetic algorithm. 

A. REPRESENTASION 
In this research, two level generation models are utilized: 

tile-based generation and template-based generation. Each 
model has its own unique process and method of 
representation. 
 
Tile-Based Generation 

In this model, the individual representation is a 1-
dimensional array with a length equal to the size of the level 
to be created (for instance, for a 10x10 level, the individual 
length would be 100). Each gene in this individual will hold a 
value ranging from 0 to 3, where the number 0 represents an 
empty area, 1 represents a rock/obstacle, 2 represents the 
position of a special ball spawner, and 3 represents the player’s 
position. Figure 2 illustrates an example of a tile-based 
representation converted into a player-understandable level, 
with the level size being 3x3.” 

 

 

Figure 2. Example of Tile Based Representation into a map 
 

Template-Based Generation  
Similar to tile-based generation, template-based generation 

is also represented as a 1-dimensional array. However, unlike 
tile-based generation, the gene value in this model does not 
contain the numbers 0-3, which represent objects at the level. 
Instead, it has values ranging from -n to n, where n is the 
number of prepared templates. A negative value indicates that 
there will be one special ball in the middle of the level in the 
template with ID number x. Apart from the gene value, 
another difference from the tile-based representation is the 
length of the individual. Template-based representations have 
shorter individual lengths because one template consists of 
5x5 tiles. For instance, if the level size is 10x10, the individual 
length used is 100/(5x5), or 4. 

This research incorporates three types of templates, each of 
which has several variations. The three types of templates are 
as follows: 
1. Oneway Template 

A Oneway template refers to a variation of the template 
that, when rotated by 90°, 180°, or 270°, still produces 
the same level. For instance, in Figure 3, the level is 
represented by code 12. This type of template is available 
in only three variations. 

2. Twoway Template 
A Twoway template refers to a variation of the template 
that, when rotated by 90° or 270°, yields different level 
results. However, when rotated by 180°, it produces the 
same level. For instance, in Figure 3, the level is 
represented by code 5. This type of template is available 
in eight variations. 

3. Fourway Template 
A ‘Fourway’ template refers to a variation of the 
template that, when rotated by 90°, 180°, or 270°, yields 
different level results. For instance, in Figure 3, the level 
is represented by either code 8 or 24. This type of 
template is available in five variations 

In this research, a total of 39 templates were provided. These 
were derived from 3 oneway templates, 16 twoway templates 
(8 variations x 2), and 20 fourway templates (5 variations x 4). 
For twoway and fourway templates, a single variation will 
yield 2 and 4 different levels respectively when implemented. 
Figure 3 illustrates an example of a template-based 
representation converted into a player-understandable level, 
with the level size being 10x10. 

 

 

Figure 3. Example of Template-Based Representation Converted into a 
Map 

B. GENETIC ALGORITHM OPERATOR 
Genetic algorithms encompass several operators, each with 

a variety of algorithmic choices. This research has explored 
these algorithms to identify the most suitable and appropriate 
one for accomplishing level creation, which is the primary 
focus of this research. The operators and their respective 
choices are as follows: 
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1. Parent Selection 
The selection method [16][17] used by this research is 
the Roulette Wheel [18]. This method is suitable for use 
in this research considering that the better the fitness 
score, the greater the chance of an individual or level 
candidate being selected as a parent. Where levels that 
are not good are generally less playable so that if they are 
selected it will cause the next generation to also be less 
playable. 

2. Crossover 
This research uses the uniform crossover algorithm [19]-
[22] as the operator. Where this algorithm will provide a 
50% chance for each gene to be exchanged between the 
2 selected parents. Figure 4 is an example of uniform 
crossover visualization. This algorithm is suitable to be 
applied because in this study 1 gene represents 1 
tile/template. So that the levels produced in the next 
generation will have good variations. 

 

 

Figure 4. Visualization of Uniform Crossover 
 
3. Mutation 

For the same reasons as selecting the crossover 
algorithm, the mutation algorithm [23][24] partial 
shuffle mutation or scramble mutation was chosen and 
used in this study. This algorithm has more opportunities 
for gene changes in the next generation considering that 
all genes between the two barriers will be randomized in 
order and place. Figure 5 is an example of scramble 
mutation visualization. 

 

Figure 5. Visualization of Scramble Mutation 
 
4. Elitism 

The elitism method [25][26] used in this research is to 
combine all offspring (children) and some parents who 
have the best fitness scores in the previous generation. 
For example, the minimum population that must be 
provided is 100 while the previous generation gave birth 
to 80 units, the remaining 20 are taken from parents who 
have the best fitness scores. 
 
 
 

C. STOP CONDITION 
The stopping condition for the genetic algorithm in this 

research is convergence. If all individuals across the last 100 
generations have not shown significant development or have 
converged, then the iteration of the genetic algorithm is halted. 
This approach is adopted considering that level formation 
occurs during the initial game loading and needs to be efficient 
to prevent long waiting times for players. Although it’s 
undeniable that level formation can sometimes take a 
considerable amount of time (around 20 seconds), this 
duration is still within the player’s tolerance for waiting time. 

IV. FITNESS FUNCTION 
The fitness function plays a crucial role in determining the 

quality of an individual in the genetic algorithm. In this 
research, five fitness functions will be utilized for tile-based 
generation, and four fitness functions will be employed for 
template-based generation. Notably, three out of the four 
fitness functions for template-based generation are also used 
in tile-based generation. 

A. FITNESS NUMBER OF STONES 
This fitness function is utilized to regulate the distribution 

of stones within a level. The primary objective is to ensure that 
a level doesn’t consist solely of stones, or conversely, lack of 
it entirely. Certain parameters are initially established, such as 
MinR (the minimum number of stones in a level) and MaxR 
(the maximum number of stones in a level). 

 

𝑚𝑚 = �
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑀𝑀, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀 < 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,   𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀 > 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
0, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 < 𝑀𝑀 < 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

               (1) 

 
As can be seen in (1), the value of ‘m’ will be made negative 

when the number of stones is either too few (less than MinR) 
or too many (greater than MaxR). However, if it falls within 
the range, the value of ‘m’ will be set to 0, indicating that there 
are no constraints on the number of stones in that level. 

 

𝑀𝑀 =  �𝐴𝐴 − 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 > 𝐴𝐴 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀,   𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 < 𝐴𝐴 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀       (2) 

 
To ensure that the fitness value does not become negative, 

normalization is performed on the value of ‘m’. Equation (2) 
is used to find the divisor to ensure proper normalization. 
There are two methods to find the divisor for normalization: 
subtracting the area with the maximum number of stones, or 
directly taking the minimum number of stones when the 
result of subtracting the area and the maximum number of 
stones is less than the minimum number of stones 
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𝐹𝐹 =  �1 − 𝑚𝑚
𝑀𝑀
�
2
                               (3) 

 
Equation (3) represents the normalization equation utilized 

in this fitness function. This function ensures that the F value 
will never be negative. It’s important to note that this fitness 
function is exclusively used in tile-based generation. This is 
because, in template-based generation, the number of stones 
is determined by the composition of the used template. 
Therefore, applying this function in a template-based context 
would disrupt the variation occurences in the existing 
templates. 

B. GROUP STONE SIZE FITNESS 
The fitness function is utilized to calculate the size of stone 

groups present within a level. The primary objective of this 
fitness function is to ensure that no stone group is excessively 
large or too small. Similar to the previous fitness function, (1) 
and (2) remain employed in computing this fitness function. 
However, unlike the previous fitness function, which was 
calculated for one level, in this fitness function, both equations 
are computed for each stone group encountered. 

𝐹𝐹 =  �
∑ �1−

𝑚𝑚𝑖𝑖
𝑀𝑀 �𝑛𝑛

𝑖𝑖= 1

𝑛𝑛
�
2

                           (4) 

 

To calculate the fitness value of a stone group size, we need 
to first determine the values of m and M for all stone groups. 
Once we have these values, we will use (4) to calculate the 
fitness value. It's important to note that the stone group size 
fitness is only applied in tile-based generation, and not in 
template-based generation. 

C. ACCESSIBLE AREA FITNESS 
This fitness function is employed to calculate the extent of 

the area accessible to the player. The more interconnected 
areas within the level, the better the level is considered. The 
primary objective of this function is to ensure that there are 
few inaccessible areas within the level, as the player 
character in the splatted game cannot pass through roofs or 
destroy obstacles. 

𝐹𝐹 =  �𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

�
2
                            (5)  

 

Equation (5) represents the fitness function used to 
evaluate the quality of a level based on its area. Here, the 
largest value of a corresponds to the largest connected area, 
while the total value of a represents the total number of 
objects in the level that are not stones. 

 
 

D. SPECIAL BALL ACCESSIBILITY FITNESS 
This fitness function aims to ensure that each special ball 

present in the level is reachable by a player. However, this 
accessibility is not for all players but only for the closest 
player to the ball. Thus, the appearance of special balls in the 
level ensures that they are reachable by at least the nearest 
player. 

𝐹𝐹 =  �𝑝𝑝𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡
𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

�
2
                              (6) 

Equation (6) is the fitness value equation that ensures 
all special balls can be reached by the nearest player. 𝑃𝑃total 
represents the total number of special balls, while 𝑃𝑃akses is 
the number of special balls that can be reached without any 
obstacles by the nearest player. A special ball is 
deemed accessible if a path search using the A* algorithm 
can return a path from the nearest player to the special ball 
without any obstacles. 

E. SPECIAL BALL RATIO FITNESS 
The special ball ratio fitness function is used to ensure the 

presence of special balls in a level. Several predetermined 
parameters are defined beforehand, including MinP (the 
minimum number of special balls in a level) and MaxP (the 
maximum number of special balls in a level). 

 

𝑚𝑚 = �
𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃 − 𝑃𝑃, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑃𝑃 < 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃
𝑃𝑃 −𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃,   𝑓𝑓𝑓𝑓𝑓𝑓 𝑃𝑃 > 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃
0, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃 < 𝑃𝑃 < 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃

              (7) 

As depicted in (7), it can be observed that the value of 
𝑚𝑚m will be made negative when the number of special balls 
is insufficient (less than MinP) or excessive (greater than 
MaxP). However, if the number of special balls falls within 
the specified range, the value of m will be set to 0, indicating 
no constraints on the number of special balls in the level. 

𝑀𝑀 =  �𝐴𝐴 − 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃, 𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃 > 𝐴𝐴 −𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃
𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃,   𝑓𝑓𝑓𝑓𝑓𝑓 𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃 < 𝐴𝐴 −𝑀𝑀𝑀𝑀𝑀𝑀𝑃𝑃       (8) 

 
To prevent fitness values from becoming negative, 

normalization is performed on the value of 𝑚𝑚. Equation (8) 
presents the equation to find the divisor for proper 
normalization. There are two approaches to finding the 
divisor for normalization: subtracting the area from the 
maximum number of special balls or directly taking the 
minimum number of special balls when the difference 
between the area and the maximum number of special balls 
is less than the minimum number of stones.  
 

𝐹𝐹 =  �1 − 𝑚𝑚
𝑀𝑀
�
2
                                (9) 
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Equation (9) represents the normalization equation used in 
this fitness function. Through this equation, it is ensured that 
the fitness value 𝐹𝐹 will never be negative. 

F. TEMPLATE VARIETY FITNESS 
The final fitness function utilized in this research is 

template variety. The objective of this fitness function is to 
avoid repetitive occurrences of the same template within a 
level. Consequently, the aim is to generate levels with a high 
template variety, ensuring that multiple templates are used 
rather than repeating one or two templates multiple times. 

 

𝑀𝑀 = �0           𝑓𝑓𝑓𝑓𝑓𝑓 𝑡𝑡𝑖𝑖 − 𝑇𝑇𝑙𝑙 > 0
𝑡𝑡𝑖𝑖 − 𝑇𝑇𝑙𝑙  𝑓𝑓𝑓𝑓𝑓𝑓 𝑡𝑡𝑖𝑖 − 𝑇𝑇𝑙𝑙 < 0                 (10) 

 
As shown in (10), it can be observed that the value of x 

will be made negative when the number of occurrences of a 
template exceeds the given tolerance limit. However, if it is 
within the tolerance, the value of x will be set to 0. This 
calculation is performed for each template encountered. 
 

𝐹𝐹 = �
0                              𝑓𝑓𝑓𝑓𝑓𝑓 ∑ (1+𝑥𝑥 )𝑡𝑡

𝑖𝑖=1
𝑡𝑡

< 0

�∑ (1+𝑥𝑥 )𝑡𝑡
𝑖𝑖=1

𝑡𝑡
�
2

 𝑓𝑓𝑓𝑓𝑓𝑓 ∑ (1+𝑥𝑥 )𝑡𝑡
𝑖𝑖=1

𝑡𝑡
> 0

      (11) 

 
After calculating the occurrences of all templates on a 

level using (10), (11) is employed to compute the fitness 
value by calculating the squared average of the x values. If 
the resulting value is negative, the fitness value is set to 0 to 
avoid interference with the values of other fitness functions. 
This fitness function is specifically utilized for template-
based generation. 

V. EXPERIMENTAL TESTING 
This research employs two testing techniques. The first 

one involves user acceptance testing or questionnaire-based 

assessment. The second technique involves analyzing the 
levels generated by game experts. 

A. USER ACCEPTANCE 

 

Figure 6. Level Generation Selection by Respondents 

 
The questionnaire was completed by 32 individuals whose 

profile fits that of gamers aged 18–22 years, with a minimum 
of 2–3 hours of daily gaming, and who have previously played 
MOBA or 2D real-time strategy games such as Bomberman. 
Figure 6 depicts the percentage of respondents selecting 
different level generation modes. 46% opted to try both 
modes, while the remainder only tried one of the modes. 
 

 

Figure 7. Respondents' Given Scores 

 
Meanwhile, Figure 7 illustrates the ratings provided by 

respondents who have tried both modes as well as those who 

 
Figure 8.  Visualization of Fitness Flow in Generating a Map 
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have tried only one mode. The questionnaire results reveal that 
only one respondent found the generated levels to be 
unsatisfactory, while the remaining 31 individuals rated the 
levels with a minimum score of 3. Through Figure 7, it can be 
inferred that the generated levels meet players' expectations. 

B. ANALYSIS OF THE LEVELS 
In the level analysis conducted by expert evaluation, several 

levels were generated using both tile-based generation and 
template-based generation methods. The expert, with a profile 
matching that of a high-rated MOBA player who spends 5-6 
hours gaming daily, was asked to analyze several levels. 
Figure 8 (from left to right) showcases the best 20 x 30 tile-
sized levels for two examples of template-based generation 
and two examples of tile-based generation. From the four 
exemplary levels, it is evident that all levels feature open areas 
conducive to player strategy, with no inaccessible or enclosed 
spaces, appropriately placed special items, and a visually 
appealing aesthetic suitable for gameplay. 

Regarding the analysis of the levels based on their fitness 
values, both levels generated by template-based generation 
exhibit a high speed in achieving maximum fitness or 
generating good levels. Meanwhile, the two levels produced 
by tile-based generation, although capable of attaining high 
fitness values, require more time due to the gradual changes 
that occur per tile in tile-based generation. 

VI. CONCLUSION 
In this study utilizing the splatted game, it can be concluded 

that genetic algorithms perform well in generating levels that 
are enjoyable, playable, and meet player expectations. 
However, the main drawback of level generation using genetic 
algorithms lies in the significant dependency on the fitness 
function employed. The quality of generated levels improves 
when the fitness function aligns accurately with the desired 
criteria. Achieving this alignment necessitates a considerable 
amount of time for experimenting with and refining various 
fitness function variants. 
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ABSTRACT Lazada is one of the rapidly growing E-commerce platforms in this digital era. One of the main 
challenges faced by Lazada is customer retention, where customers make purchases once or a few times 
before switching to other platforms. Therefore, it is important to understand buyer behavior in E-commerce 
through customer prediction to identify factors influencing retention. This study employs the Random Forest 
(RF) method to analyze Lazada customer data and formulate more effective marketing strategies. The analysis 
is conducted by loading preprocessed datasets into the KNIME workflow and utilizing various nodes and 
algorithms available in KNIME to build and evaluate predictive models. The Random Forest model is trained 
multiple times to achieve the highest Accuracy rate, which is 72.472%, with a fairly high level of agreement 
and a balanced trade-off between recall and precision. Additionally, this model successfully predicts that 
customers purchasing electronic equipment are potentially churning at a rate of 3.85%. Subsequently, 
customer strategy analysis for customer retention optimization in the E-commerce industry is conducted 
through data visualization using Tableau. Predictive analysis of customer behavior serves as a strong 
foundation for formulating effective retention strategies in the E-commerce industry. With this approach, 
Lazada can enhance customer experience and ensure sustainability in facing the increasingly fierce 
competition in the digital market. 

KEYWORDS Customer Retention Optimization Strategy, E-Commerce, Predictive Behavior Model, 
Random Forest

I. INTRODUCTION 
In the current digital era, the e-commerce industry, such 

as Lazada, has emerged as one of the rapidly growing digital 
platforms [1]. One of the main challenges faced by the 
Lazada platform is customer retention. Customer retention 
refers to the desire of customers to make repeat purchases 
online [2]. It has become the primary focus for Lazada due 
to the high cost of customer acquisition and the long-term 
benefits that can be derived from loyal customers. Building 
a strong customer base on the E-commerce platform can be 
achieved by increasing the Lifetime Value (LTV) of 
customers, leveraging recommendations and positive 
reviews, offering incentives for repeat purchases, and 
enhancing customer loyalty through optimal experiences. 
These strategies are key to retaining customers in the long 
run [3]. 

Although Lazada offers convenience in shopping, 
customer retention remains the primary focus, considering 
that most of them only make purchases once or a few times 
before eventually switching to other platforms. Therefore, it 
is important to understand buyer behavior in E-commerce to 
identify factors influencing customer retention. The factors 

influencing customer retention are closely related to 
predictive methods. In predictive methods, these factors are 
used as features to create models that can predict whether a 
customer is likely to stay or churn. By understanding the 
factors affecting retention, predictive models can be better 
trained to identify behavioral patterns that lead to customer 
retention, thus enabling E-commerce platforms to take more 
proactive steps in retaining customers. 

Customer prediction allows Lazada to group buyers 
based on shopping loyalty patterns, devise more effective 
marketing strategies, and enhance the overall shopping 
experience.  

This study employs the Random Forest (RF) method 
due to its ability to handle complexity and noise in data, as 
well as its capability to address overfitting issues. By 
constructing multiple decision trees randomly, RF can 
generate more stable and accurate predictions compared to 
other predictive methods [4][5]. Previous research [6] 
addressed the same topic, focusing on consumer review 
classification using Random Forest and SMOTE. They 
reported an Accuracy rate of 75%, which increased to 77% 
when utilizing 8000 max_features [6]. Another study [7] 
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aimed to predict customer churn in a campus fashion 
company by identifying customers who had not made 
transactions for more than 365 days as 'churned'. In this 
research, the Random Forest Classifier model achieved the 
highest Accuracy compared to three other Machine Learning 
models. The analysis results indicated that the customer 
churn rate was 24.54%, while the non-churned customers 
accounted for 75.46%. The top five customers originated 
from Jakarta, West Java, Central Java, East Java, and 
Yogyakarta provinces, with the highest total transaction 
value reaching 3,997,936,774 [7]. Furthermore, research [8] 
performed a descriptive analysis of Shopee user data. The 
results revealed that more users discontinued using Shopee 
(54.8%) compared to those who remained active (45.2%). 
The classification model utilized was Random Forest due to 
its superior performance [8]. 

Based on the findings of these studies, the Random 
Forest method has proven to be effective in addressing the 
challenge of customer retention in e-commerce platforms. 
With its demonstrated ability to generate accurate 
predictions regarding customer behavior, such as churn 
prediction or customer segmentation [5][9], Random Forest 
can assist platforms like Lazada in devising more targeted 
marketing strategies and enhancing the shopping experience 
for customers [10]. Furthermore, this research also identifies 
customer segments vulnerable to churn, enabling proactive 
efforts to minimize the rate of customers leaving the platform 
[11]. With a better understanding of customer behavior and 
factors influencing churn, Lazada can take appropriate steps 
to improve customer retention among those vulnerable to 
churn and enhance the overall user experience [12].  

Based on the aforementioned background, the 
objectives of this research are: 1) To predict customer 
behavior on e-commerce platforms, particularly Lazada, 
using the Random Forest method, and 2) To design more 
effective marketing strategies based on these prediction 
results, aiming to enhance customer retention and ensure 
business sustainability in this competitive digital era. Thus, 
this research will provide a significant contribution to 
managing customer relationships and improving customer 
retention on e-commerce platforms. 

 
II. LITERATURE STUDY 

A. RANDOM FOREST (RF) 
  The Random Forest method is one of the techniques in 

data analysis used to predict or classify data. This technique 
works by dividing the dataset into many small subsets and 
then building decision trees for each of these subsets. 
Subsequently, the results from all these decision trees are 
combined or averaged to produce more accurate predictions. 
This method is commonly used in machine learning due to 
its ability to address overfitting and provide stable results in 
various situations. Random Forest is an ensemble algorithm 
that utilizes the concept of decision trees in its model 
formation. Although the Random Forest algorithm itself 
does not directly use entropy, the decision trees it employs 
can utilize entropy as one of the criteria for node splitting 

when constructing the tree. Equation (1) represents the 
formula for calculating entropy where Y is the set of cases 
and p(c│Y) represents the proportion of class c values in Y. 

 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑌𝑌) =  −� p(c|Y) log2 p(c|Y)

𝑖𝑖
 

𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸 𝐺𝐺𝐼𝐼𝐼𝐼𝐸𝐸 (𝑌𝑌,𝐼𝐼) = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑌𝑌) − ∑ 𝑣𝑣𝐼𝐼𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑌𝑌𝑣𝑣
𝑌𝑌𝑎𝑎𝑣𝑣𝑣𝑣  𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑌𝑌𝑣𝑣) 

Equation (2) is the formula for calculating information gain 
where values 𝑌𝑌𝑣𝑣

𝑌𝑌𝑎𝑎
  a represent all possible values in the set of 

cases a, 𝑌𝑌𝑣𝑣 is the subclass of Y with class v related to class a. 
𝑌𝑌𝑎𝑎  is all the values corresponding to a. 
The selection of attributes to be used as nodes, either as roots 
or internal nodes, depends on the highest information gain 
value possessed by the available attributes. Information Gain 
is used to determine the most beneficial attribute in decision-
making. The value of Information Gain can be found using 
the formula in (3), and the gain ratio value can be observed 
in (4) , where Split Information 𝑆𝑆𝐸𝐸𝑣𝑣𝐼𝐼𝐸𝐸 𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸 (𝑆𝑆,𝐴𝐴) 
is the estimated entropy value of the input variable S which 
has class c, while |𝑆𝑆𝑖𝑖|

|𝑆𝑆|
 represents the probability of class i 

within that attribute. 
 

𝑆𝑆𝐸𝐸𝑣𝑣𝐼𝐼𝐸𝐸 𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸 (𝑆𝑆,𝐴𝐴) =  �
|𝑆𝑆𝑖𝑖|
|𝑆𝑆|

𝑐𝑐

𝑖𝑖
 log2  

|𝑆𝑆𝑖𝑖|
|𝑆𝑆|

 

 

𝐺𝐺𝐼𝐼𝐼𝐼𝐸𝐸 𝐸𝐸𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸 (𝑆𝑆,𝐴𝐴) =  
𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸 (𝑆𝑆,𝐴𝐴)

𝑆𝑆𝐸𝐸𝑣𝑣𝐼𝐼𝐸𝐸 𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐼𝐼𝐸𝐸𝐸𝐸 (𝑆𝑆,𝐴𝐴)
 

 
B. CHURN ANALYSIS 

Churn analysis is the process of understanding, 
identifying, and managing the behavior of customers or users 
who cease using a product or service. It is a crucial aspect of 
customer relationship management (CRM) and customer 
retention strategies. Here are the common steps in churn 
analysis: 

1) CUSTOMER DATA COLLECTION 
The initial step in churn analysis is gathering relevant 
customer data. This data may include information such as 
customer profiles, transaction history, interactions with 
products or services, and more. 

 
2) DATA EXPLORATION 
Once the data is collected, the next step is to explore the data 
to understand patterns and trends that may be associated with 
churn behavior. This involves descriptive statistical analysis, 
data visualization, and identification of features that may 
influence churn. 

 
3) PREDICTIVE MODELING 
One key aspect of churn analysis is building predictive 
models to forecast future churn behavior. This involves using 
machine learning techniques such as Logistic Regression, 
Decision trees, Random Forests, or neural networks. These 
models utilize historical customer data to predict the 
probability of churn for new or existing customers. 

 

(1) 

(2) 

(3) 

(4) 
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4) MODEL VALIDATION 
After building the predictive model, the next step is to test 
and validate its performance using independent data. This is 
important to ensure that the model has good predictive 
capability for accurately forecasting churn behavior. 

 
5) CUSTOMER SEGMENTATION 
One common strategy used in churn management is to divide 
customers into smaller groups based on similar 
characteristics. This is called customer segmentation. This 
segmentation helps companies better understand customer 
behavior and design more effective retention strategies. 

 
6) IMPLEMENTATION OF RETENTION STRATEGIES 
Based on churn analysis results, companies can design and 
implement appropriate customer retention strategies. This 
may involve improving the customer experience, offering 
incentives, or loyalty programs to encourage customers to 
continue using products or services. 

 
7) MONITORING AND EVALUATION 
Lastly, it is important to continually monitor and evaluate the 
effectiveness of customer retention strategies. This allows 
companies to adjust and improve their strategies over time in 
response to changes in customer behavior and the business 
environment. 

Churn analysis is a continuous and iterative process. By 
understanding the factors influencing churn and designing 
appropriate strategies, companies can reduce churn rates and 
improve customer retention, which in turn can contribute to 
the long-term growth and success of the company. 

III. RESEARCH METHODOLOGY 
The research methodology in this study comprises 

several stages that outline the process of data collection and 
analysis, as well as the development of customer retention 
strategies. The research stages are described in Figure 1 
below.  

 

 
Figure 1. Research Stages 

The stages are described in detail as follows: 
1) DATA COLLECTION 
The initial stage involves collecting transaction data, product 
preferences, and shopping behaviour from Lazada 
customers. This data can be obtained from Lazada's internal 
database or through customer survey methods. The data is 
obtained from sales transactions on Lazada in 2022. In this 
study, the focus is solely on the sales of electronic goods 
because the main objective is to understand customer 

behaviour in the context of purchasing electronic products 
specifically. The sales data on Lazada in 2022 is displayed in 
table 1.  
 

TABLE I 
ELECTRONIC SALES DATA ON LAZADA IN 2022 

Dataset Range / 
Frekuensi 

Persentase 

Catagory   
Harddisk-eksternal 4422 40,41 
Laptop 701 6,41 
Smart-tv 1290 11,79 
China OEM 2 0,02 
flash-drives 3318 30,32 
televisi-digital 1211 11,07 
BrandName 
No Brand 943 8,57 
Merk Dll 1-20 / 920 8,37 
Akari, Aoyama, Aqua, 
Bestrunner, Carcool, Hisense, HP 
COMPAQ, Ichiko, Import, Led 
Coocaa, Microsoft, MSI, Multi, 
Niko, OEM, Universal_Brand, 
Vandisk, Xiaomi 

20-60 / 565 5,14 

Apple, Changhong, Flashdisk, 
Ikedo, Orico, Philips, 
Sony,TCL,Vakind,VGen 

51-100 / 707 6,43 

Adata, Coocaa, Kingston, 
Panasonic, Transcend, Universal 

101-200 / 852 7,75 

Dell, LG, Seagate, Sharp, WD 201-300 / 1121 10,19 
Polytron, Samsung 301-400 / 656 5,96 
Acer, China OEM 401-500 / 864 7,86 
HP 501-600 / 582 5,29 
Toshiba 601-700 / 674 6,13 
Asus, Lenovo 900-1000 / 1856 16,88 
SanDisk 1000-1300 / 1258 11,44 
TotalReviews 
Aoyama, AVITA, DBest, E-link, 
Hisense, Maxtor, Merk Lainnya, 
Microsoft, NYK, OEM, 
OneGood, OTG, PX, Robot, 
Sanyo, SelaluAda, SP, 
VANDISK, YYSL 

51-100 / 1.399  0,47 

Bmstore, Boneka_Nizza, Casing, 
Hardcase, Multi, Qflash, 
Redcolourful, Trisonic, 
Universal_Brand, Universally 

101-150 / 1.186  0,40 

Akari, Best CT, Bestrunner, 
Carcool, Hiqueen, JvGood, Sony, 
Vitron 

151-200 / 1.424  0,48 

Apple, EsoGoal, KLEVV, Max, M-
Tech, Niko,Rendys chem, V-Gen 

 201-300 / 1.944  0,65 

Ikedo, Lazada, Vakind  301-400 / 1.010  0,34 
Trend's,  Universal Indonesia 401-500 / 870  0,29 
Aqua, Dell, Lexar, SS,Transcend 500-1000 / 

3.985  
1,33 

Acer, Changhong, Good Shop, 
UGREEN 

1001-1500 / 
4.468  

1,49 

China OEM, Kingston, 
Panasonic, Universal, WARM 

1501-2000 / 
8.964  

3,00 

Ichiko, Orico, Seagate 2001-2500 / 
6.525  

2,18 

Flashdisk, WD 2501-3000 / 
5.471  

1,83 

Adata, LG 3001-3500 / 
6.289  

2,10 

TCL 3500-4000 / 
4.232  

1,42 
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Lenovo, Philips, Polytron, 
Toshiba 

5000-10000 / 
30.079  

10,06 

Asus, Coocaa, Samsung, 
SanDisk, Sharp, Xiaomi 

10000-70000 / 
210.586  

70,44 

No brand  1.183  0,40 
 

2) DATA PREPARATION (PRE-PROCESSING DATA) 
The collected data will be prepared for further analysis, 
including data cleaning to remove anomalies or 
inconsistencies, as well as data processing to prepare it into 
a suitable format for analysis. In the data preparation stage, 
the processes include data cleaning, data processing, 
selection of the most relevant variables, and data validation. 
The data is obtained from sales on Lazada, which includes 
various variables such as itemId, Category, Name, 
BrandName, url, Price, AverageRating, TotalReviews, and 
RetrievedDate. From this data, the most relevant variables to 
be used in cluster analysis are itemId, Price, AverageRating, 
and TotalReviews. 

 
3) PREDICTION ANALYSIS 
Prediction analysis using the Random Forest model involves 
selecting, training, validating, and testing the model to make 
predictions on new data [13]. After validation and testing, 
the prediction results are evaluated using performance 
metrics such as Accuracy, Precision, Recall, and F1-score, 
while considering the interpretation of the results to 
understand the factors influencing the model's predictions. 
In this study, the preprocessed data resulted in a cleaned 
dataset free from missing values, outliers, and duplicates. 
Additionally, relevant features have been extracted or 
processed, and the data has been transformed or normalized 
to ensure consistency and uniformity.  
Prediction analysis is conducted using the KNIME 
application [14][15]. The analysis steps begin by loading the 
preprocessed dataset into the KNIME workflow. Various 
nodes and algorithms available in KNIME are then used to 
build and evaluate predictive models. The first step involves 
using the Excel Reader node and Column Filter to filter the 
data, including only relevant columns for prediction analysis, 
such as itemId, Price, AverageRating, and TotalReviews. 
The data is then partitioned using the Partitioning node, with 
a training dataset of 85% and a testing dataset of 15%. After 
that, the model is learned using the Random Forest Learner 
node, and tested using the Random Forest Predictor node 
with the test dataset. The prediction results are evaluated 
using appropriate evaluation metrics and can be viewed 
through the Score and Table View nodes. Figure 2 shows the 
workflow diagram of the prediction model using Random 
Forest (RF). 
The Random Forest model was trained repeatedly with 
various parameter variations to achieve the highest Accuracy 
score. After several training sessions, the following results 
were obtained: Accuracy score = 72.472%; Cohen's Kappa = 
0.691%; correct classified = 10524; wrong classified = 422; 
Recall score = 0.85; Precision score = 0.95, and F1-Score = 
0.785. 

 
Figure 2. Workflow diagram for prediction model using Random Forest 

(RF) 

The conclusions drawn from these testing results are as 
follows: 
1. Accuracy score: The model has an Accuracy of 

72.472%, indicating the percentage of correct 
predictions out of the total predictions made. 

2. Cohen's Kappa: The Cohen's Kappa value is 0.691%, 
indicating the level of agreement between the model's 
predictions and the expected predictions, after 
correcting for chance agreement. 

3. Correct classified: A total of 10524 samples were 
correctly classified by the model. 

4. Wrong classified: There were 422 samples classified 
incorrectly by the model. 

5. Recall score: The model's sensitivity, or recall score, is 
0.85, indicating the model's ability to identify a large 
number of true positive cases. 

6. Precision score: The model's precision rate is 0.95, 
depicting the proportion of true positive outcomes 
among all outcomes predicted positively by the model. 

7. F1-Score: The harmonic mean of recall and precision, or 
F1-Score, is 0.785. This provides an overall overview of 
the model's performance by considering the balance 
between recall and precision. 

 
Overall, the model demonstrates a fairly good performance 
with decent Accuracy, a good balance between recall and 
precision, and a relatively high level of agreement with 
Cohen's Kappa at 0.691%. The prediction of churn 
customers is 422 customers.  

 
4) CUSTOMER SEGMENTATION 
One common strategy used in managing churn is to divide 
customers into smaller groups based on similar 
characteristics, known as customer segmentation. This 
segmentation helps companies better understand customer 
behavior and design more effective retention strategies. 
Analysis can be visualized using Tableau, enabling 
researchers to quickly observe patterns and trends in 
customer data [16][17]. Customer analysis is divided into 
several segments: 
1. Sales Analysis Based on Number of Sales per Category 

Sales visualization based on the number of sales per 
category is presented in Figure 3.  
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Figure 3. Sales Analysis Based on Number of Sales Per 

Category 

Based on product sales data, China OEM and No Brand 
show significant popularity with each reaching 87,480 
units, while Buy External Hard Drives, Sell Flash 
Drives, and Buy Smart TVs have relatively high sales 
with 18,289, 13,606, and 5,522 units respectively. On 
the other hand, sales of Buy Laptops (3,010 units) and 
Shop Digital Televisions (5,200 units) are relatively 
lower. This analysis indicates that customer 
management strategies should emphasize maintaining 
the popularity of the most favored products while 
strengthening sales of less popular products by 
launching special promotions or enhancing customer 
service quality. 
 

2. Sales Analysis Based on Category 
Sales visualization based on category is presented in 
Figure 4.  

 
Figure 4. Sales Analysis Based on Category 

China OEM leads the sales with 87,480 units, while 
Buy Laptops records the lowest sales with only 3,010 
units. An effective customer management strategy 
should consider these differences, focusing on 
strengthening product availability and improving 
customer service quality for widely favored products, 
as well as developing more aggressive and innovative 
marketing strategies to increase interest and loyalty 
towards products with lower sales. 
 

3. Sales Analysis Based on Brand Name 
Sales visualization based on brand name is presented in 
Figure 5.  

 
Figure 5. Sales Analysis Based on Brand Name 

Based on sales data by BrandName, it can be seen that 
most sales are dominated by several major brands, such 
as Asus, Coocaa, Samsung, SanDisk, Sharp, and 
Xiaomi, which account for a total sales of 210,586 units 
or approximately 70.44% of total sales. Meanwhile, 
some other brands have lower contributions to sales, 
such as Apple, Dell, and LG, each having sales ranging 
from 201-300 to 3001-3500 units. Customer 
management strategies derived from this data include 
focusing on major brands dominating sales by 
improving product availability, providing special 
promotions, and enhancing customer service. On the 
other hand, attention should also be given to brands 
with lower sales by evaluating customer needs and 
preferences, as well as possibly developing more 
creative and targeted marketing strategies to increase 
brand interest and awareness. 
 

4. Sales Analysis Based on Product Reviews 
Sales visualization based on product reviews is 
presented in Figure 6.  

 
Figure 6. Sales Analysis Based on Product Reviews 

Based on TotalReviews data, it can be observed that 
most brands have a diverse range of review counts. 
However, most brands have review counts 
concentrated in lower ranges, with approximately 
70.44% of major brands like Asus, Coocaa, Samsung, 
SanDisk, Sharp, and Xiaomi having over 10,000 
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reviews. On the other hand, most other brands have 
review counts below 2,000. Customer management 
strategies can focus on brands with low review counts 
by increasing customer engagement, encouraging 
product reviews, and enhancing brand visibility. For 
brands with high review counts, it is important to 
maintain and strengthen relationships with loyal 
customers, encourage positive interactions, and provide 
prompt and satisfactory responses to reviews given. 
This will help increase customer trust and expand the 
loyal customer base. 

 
5) IMPLEMENTATION OF RETENTION STRATEGIES 
Based on the analysis of the four segments, the 
implementation of customer retention strategies can be 
carried out with a comprehensive approach. First, to improve 
customer retention based on sales per category, strategies can 
focus on maintaining the popularity of the most favored 
products such as China OEM and No Brand, while also 
strengthening the sales of less popular products like Buy 
Laptops and Shop Digital Televisions by launching special 
promotions or enhancing customer service quality. Second, 
considering the analysis of sales based on categories, 
retention strategies can focus on strengthening product 
availability and improving customer service quality for 
widely favored products, as well as developing more 
aggressive and innovative marketing strategies for products 
with low sales. Third, considering sales based on brands, 
retention strategies can focus on major brands dominating 
sales by improving product availability, providing special 
promotions, and enhancing customer service, while also 
paying special attention to brands with lower sales through 
evaluation of customer needs and preferences and 
development of more creative and targeted marketing 
strategies. Fourth, considering the analysis of sales based on 
product reviews, retention strategies can focus on increasing 
customer engagement and encouraging product reviews for 
brands with low review counts, while also maintaining and 
strengthening relationships with loyal customers and 
providing satisfactory responses to reviews for brands with 
high review counts. With a holistic and focused approach, 
the implementation of these retention strategies is expected 
to increase customer loyalty and strengthen the company's 
position in the e-commerce market. Monitoring and 
Evaluation. Finally, it is important to continuously monitor 
and evaluate the effectiveness of customer retention 
strategies. This allows the company to adjust and improve its 
strategies over time according to changes in customer 
behavior and the business environment. 

IV. CONCLUSION 
The findings of this research are as follows: 
1. Predictive Analysis with Random Forest resulted in an 

accuracy rate of 72.472%, as well as a good balance 
between recall and precision. The test results indicate 
that the model performs well in predicting customer 
behavior based on factors influencing retention. The 

Random Forest method is capable of identifying 
customer segments vulnerable to churn, enabling 
proactive efforts to minimize the rate of customer 
attrition from the platform. 

2. The Retention/Churn analysis shows that Lazada still 
faces challenges in maintaining the popularity of 
electronic products, where a large percentage of loyal 
customers accounts for 96.15%, while customers 
indicated as churning are 3.85%. 

3. In enhancing customer retention on E-commerce 
platforms like Lazada, several key strategies can be 
employed. Firstly, by segmenting customers based on 
their shopping behavior, companies can better 
understand their needs to devise more effective 
marketing strategies. Then, by providing personalized 
experiences through product recommendations and 
relevant promotional offers, relationships with 
customers can be strengthened. Additionally, improving 
product availability and quality, as well as innovation in 
marketing, are also important to attract customer interest 
and maintain their loyalty. Continuous monitoring and 
evaluation of retention strategies are also necessary to 
adjust the company's approach to changes in customer 
behavior and market trends. By implementing these 
strategies comprehensively, Lazada can strengthen its 
position in the E-commerce market and sustain business 
growth. 
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ABSTRACT Bali Province is an island that has unique geographical conditions, as well as the diversity of 
fruit it has. The specialty of local fruit is not only of economic value for food needs but also for religious 
ceremonial needs. Bali provincial government is currently actively promoting local fruit so that it can be used 
as consumption for Bali's increasingly rapid tourism. Several superior fruits were developed as an effort to 
raise the potential of local fruit in the tourism sector. Some of the superior fruits are Balinese snake fruit and 
sapodilla. However, snake fruit is one of the superior local fruits in Bali which has not experienced 
degradation over time. This research aims to detect the types of snake fruit in Indonesia. This fruit is not 
popular compared to imported fruit. Therefore, an application is needed to recognize this type of snake fruit 
automatically. This research uses a deep learning method with the CNN (Convolutional Neural Network) 
algorithm. This algorithm is able to recognize and classify an image well. The fruit images used were 400 
fruits for 4 types of snake fruit. Where the training data for snake fruit is special because it has different skin 
and fruit contents. In this research, 2 transfer learning models from the CNN algorithm were also compared, 
namely mobilenetv2 and ResNet152. Based on the test results, it was found that the best level of accuracy 
was obtained using the ResNet152 model with an accuracy value of 92% in identifying images of Balinese 
snake fruit. 

KEYWORDS CNN, Local Bali Fruits, ResNet152, VGG16 

I. INTRODUCTION 
Indonesia is known for its diverse range of fruit plants, 

facilitated by its archipelagic geography where each region 
boasts unique fruit varieties. The diversity of native 
Indonesian fruits plays a crucial role not only in meeting 
nutritional needs due to their high vitamin content, beneficial 
for health [1], but also holds religious significance. In 
religious ceremonies, fruits are often used as offerings 
alongside leaves and flowers. This practice is prominently 
observed in Hindu religious rituals, where various fruits are 
utilized, each carrying profound philosophical meanings [2].  

Bali, as one of Indonesia's provinces with distinctive 
geographical features, indirectly fosters unique diversity in 
its fruit varieties. The uniqueness of fruits in Bali extends 
beyond their nutritional benefits to their role as ceremonial 
complements in religious events. However, local Balinese 
fruit faces marketing challenges due to the presence of fruits 
from outside the region and imported fruits. To address this, 
the Bali provincial government promptly issued Regional 
Regulation No. 99 of 2018, mandating all tourism 
components to use local Balinese fruits [3]. Some local fruits 
from Bali have even been designated as superior varieties 
that can compete with fruits from other regions. These 
superior local fruits include Siam Orange, mangosteen, 

bananas, and Balinese Snake Fruit (Salak Bali). Based on 
research by Made Tamba, snake fruit and mangosteen will 
remain superior fruits and will not degrade into non-superior 
fruits in Bali. Snake fruit reflects the diversity of flavors and 
textures found across various regions in Indonesia, making it 
a popular and highly regarded fruit nationwide. Specific 
areas are known for distinctive varieties of snake fruit, such 
as Pondoh Snake Fruit (Salak Pondoh) from Yogyakarta, 
Balinese Snake Fruit from Bali, Condet Snake Fruit (Salak 
Condet) from Jakarta, and Sidempuan Snake Fruit (Salak 
Sidempuan) from Magelang. 

The similarity in texture and shape among different 
varieties of snake fruit poses a significant challenge in 
identifying the specific type originating from Bali compared 
to other regions. In this study, researchers employed a 
classification method. Classifying fruit types is a task that 
requires time and expertise [4]. The advancement of 
computer vision allows for efficient and accurate automation 
of fruit-type classification. One effective method for 
automated classification is through deep learning, a rapidly 
evolving field within machine learning [5]. A prominent 
deep learning method capable of processing image 
information is the Convolutional Neural Network.   

Convolutional Neural Network (CNN) is an extension of 
the Multilayer Perceptron (MLP) designed specifically for 
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processing two-dimensional data. Unlike MLP, where each 
neuron is one-dimensional, CNN represents neurons in a 
two-dimensional form [6]. CNN is a deep learning 
architecture tailored for structured data arrays. Widely 
employed in computer vision, CNNs have become pivotal in 
various visual applications such as image classification and 
have demonstrated effectiveness in natural language 
processing for text classification as well. CNN is renowned 
for its automatic feature extraction capabilities. In contrast to 
traditional machine learning methods that rely on manual 
feature extraction, CNNs automatically extract features in 
layers like convolutional, pooling, and Rectified Linear Unit 
(ReLU) activation. Following feature extraction, 
classification tasks are performed in the Fully Connected 
Layer (FCL) with softmax activation [6]. 

Transfer learning is a technique in neural networks where 
a model trained on one task is utilized to solve a different 
task. It serves as a foundational concept behind many popular 
machine learning applications such as speech recognition, 
object detection, and natural language processing [7]. 
Several examples of transfer learning in CNN algorithms 
include VGG16, AlexNet, MobileNet, and ResNet. 
MobileNet is a Convolutional Neural Network architecture 
specifically designed to address excessive computing 
resource requirements. As implied by its name, Mobile, 
researchers at Google developed this CNN architecture for 
mobile devices [8]. MobileNet released its second version in 
April 2017. Similar to MobileNetV1, MobileNetV2 still 
utilizes depthwise and pointwise convolutions but introduces 
two new features: 1) linear bottleneck, and 2) shortcut 
connections between bottlenecks. On the other hand, 
ResNet, or Residual Network, is another artificial neural 
network architecture that introduces shortcut connections 
across layers and applies activation functions to the 
preceding layers [9]. There are several variants of ResNet, 
with ResNet152 being one of them. ResNet152 comprises 
152 layers in its network architecture. Due to its complexity, 
this model achieved success in the ILSVRC competition in 
2015 for its minimal error rate [10].  

Research on fruit classification using the YOLOv3-based 
CNN method has been conducted by Mr. Wibi Bagas et al. 
[11]. In their study, they classified 10 types of fruits using 
2333 images. The training process involved 5000 iterations 
and achieved an accuracy of 90% in the first test of each fruit 
and 70% for the second test on out-of-test data images. Fruit 
classification using the fruit-360 dataset has been conducted 
by Febian Fitra Maulana. They utilized 15 out of 111 classes 
available in the dataset, achieving an accuracy of 91.42%. 
From these studies, it is evident that CNN is an effective 
method for image classification. Fruit classification research 
has also been undertaken by Myongkyoon Yang [12], titled 
"Fruit Classification using Convolutional Neural Network." 
They classified 7 categories of fruits with a dataset of 1000 
images. Based on their findings, CNN demonstrates strong 
classification capability with an error rate of 10%. Research 
on the accuracy of CNN algorithms using various 
architectures has been conducted by Wahyudi Setiawan in 

the paper titled “Perbandingan Arsitektur Convolutional 
Neural Network Untuk Klasifikasi Fundus” [13].  

Research on the performance of ResNet152 and AlexNet 
in classifying types of skin cancer has been conducted by 
Tommy Saputra [10]. In their study, an accuracy of 87.85% 
in skin cancer classification was achieved using ResNet152. 
Another study on classification using the RESNET model 
was conducted by Vijay Gadre, titled "Waste Classification 
using ResNet152" [9]. In their research, waste was classified 
based on various characteristics using ResNet152. The 
results of the study indicate that the success of waste 
classification using ResNet152 depends on the quality and 
diversity of the training data. Research on classification 
using MobileNetV2 for butterfly image classification has 
been conducted by Desi Ramayanti. The research dataset 
consisted of 4955 images labeled with 50 butterfly species, 
each sized 224 x 224 x 3. The best accuracy achieved by 
MobileNetV2 without fine-tuning reached 96% [14]. 

Based on the background and previous research, this study 
develops a CNN architecture using fruit images as test data, 
focusing on a prominent local fruit from Bali province, 
Balinese Snake Fruit. Four types of snake fruit will be 
classified based on their origin: Balinese Snake Fruit, 
Pondoh Snake Fruit, Condet Snake Fruit, and Sidempuan 
Snake Fruit. Transfer learning CNN models ResNet152 and 
MobileNetV2 will be compared. The diverse textures and 
shapes of various snake fruit in Indonesia pose a challenge 
in distinguishing their origins. Detection of the prominent 
local fruit, Balinese Snake Fruit, will be conducted using 
CNN classification methods. By comparing transfer learning 
CNN models ResNet152 and MobileNetV2, the study aims 
to effectively classify these local Bali fruits and achieve the 
highest accuracy possible. 

 
II. RESEARCH METHODS 

In this study, an experimental research method was 
employed with the following stages: 
 
A. DATA COLLECTION 

The data utilized in this research consists of digital 
images. These images were collected from various sources 
and collectively referred to as the Dataset. The Dataset was 
obtained from search engine datasets such as Google and 
Bing. Selected images were chosen based on adequate 
lighting conditions, backgrounds with minimal noise, and 
intact or peeled snake fruit images. The collected Dataset 
includes images of four types of snake fruit: Balinese Snake 
Fruit, Pondoh Snake Fruit, Condet Snake Fruit, and 
Sidempuan Snake Fruit. Before using this data, 
preprocessing was conducted by categorizing each image 
into respective folders according to its category. The 
collected image Dataset remains in RGB color format with 
JPG extension.  

Before using this image Dataset in the classification 
process using transfer learning CNN models, the data 
underwent preprocessing. Pixel size standardization was 
applied to all images, followed by data normalization. To 
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increase the Dataset size, augmentation of these snake fruit 
images was performed initially. The subsequent process 
involved converting pixel values of the images into array 
form, aiming to standardize input sizes for the CNN network.  

 
B. METHOD USED 

The method employed in this study for fruit classification 
is one of the Deep Learning methods. Deep Learning can 
address problems with large amounts of data [15]. By 
utilizing Deep Learning, it allows us to create systems 
capable of learning at desired speeds and accuracies. One 
example of a Deep Learning method used in this research is 
Convolutional Neural Network. 

This algorithm is efficient in image processing and widely 
used in image recognition [16]. CNN is not fundamentally 
different from other neural networks like artificial neural 
networks, as they all have biases, weights, and activation 
functions. However, what sets CNN apart from other neural 
networks is its specialized layer called the Convolutional 
Layer [17]. Image processing for leaf classification is 
performed using kernel filters. These filters are used to 
obtain fragments (strides) from an image. The process of 
obtaining these fragments/strides is called convolution. The 
process of this convolution is depicted in Figure 1 below. 

 
 

 
 

FIGURE 1. Process in Convolutional Neural Network. 
 
MobilenetV2 and ResNet152 are transfer learning CNN 

architectures used in image classification applications [18]. 
Each architecture has its own strengths and weaknesses. 
Based on previous research, MobilenetV2 is a transfer 
learning model suitable for devices with limited resources. 
On the other hand, ResNet152 achieves high accuracy due to 
its deep convolutional layers [10]. In this study, each 
architecture will be used to train the same dataset. There are 
500 fruit image data points, which will be split into training, 
validation, and test sets with a ratio of 80:10:10.                                                                                                                  

 
C. EXPERIMENT, EVALUATION, AND VALIDATION OF 

RESULTS 
 In this study, the Tensorflow framework developed by 

Google is utilized for developing fruit image classification 
using CNN with transfer learning models ResNet152 and 
MobilenetV2. Tensorflow offers numerous features related 
to image classification, utilizing Keras as a high-level 
interface for machine learning development. The 

classification results will be evaluated using precision, recall, 
and F1 Score metrics.  

Comparison is applied to accuracy, precision, recall, and 
F1-score values in prediction results during testing, 
calculated using a confusion matrix. True Positive (TP) 
indicates instances where actual and predicted values are 
both positive, while True Negative (TN) indicates instances 
where both are negative. False Positive (FP) shows instances 
where actual values are negative but predicted as positive, 
and False Negative (FN) indicates instances where actual 
values are positive but predicted as negative [19].  

Precision measures the accuracy of the system in 
providing requested information compared to the system's 
responses. Recall, on the other hand, measures the system's 
success in retrieving information [20]. Broadly, the process 
of detecting prominent local Bali fruit types is depicted in 
Figure 2. 
 
  

 
 
 
 
 
 
 

FIGURE 2. Research diagram 
 
III. RESULT AND DISCUSSION 
A. DATA PREPARATION 

This study utilizes 4 images of local snake fruit: Balinese 
Snake Fruit, Pondoh Snake Fruit, Condet Snake Fruit, and 
Sidempuan Snake Fruit. These image data are collectively 
referred to as the dataset. Classification processes are 
conducted using transfer learning convolutional neural 
networks, namely ResNet152 and MobileNetV2. Evaluation 
of test results employs precision, F2-score, and recall 
metrics. In the initial stage, data collection involved 
gathering 250 images from search engines for these 4 types 
of snake fruit. These image data underwent augmentation to 
increase the training set to 400 images. Augmentation 
methods included adjustments for brightness, rotation, and 
vertical flips.  

The composition of training, validation, and test data is 
set at 80:10:10 ratio. Thus, each fruit category comprises 80 
training, 10 validation, and 10 test data points. Each type of 
snake fruit has an equal number of 100 training images. After 
collection, the data was categorized accordingly, with both 
training and test data placed into folders named after each 
fruit. Examples of these images for each type of snake fruit 
used in this study are shown in Figure 3. 

 

     
 
FIGURE 3. Initial images of Balinese Snake Fruit, Pondoh Snake Fruit, 
Condet Snake Fruit, and Sidempuan Snake Fruit 
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The next step involves image processing. In this stage, 

Python programming language is utilized within the Google 
Colab IDE environment to aid in processing. The image 
processing library used is OpenCV, a free library designed 
for image processing in Python. Since OpenCV uses the 
BGR (Blue, Green, Red) mode, the images collected in each 
folder are initially converted to the RGB (Red, Green, Blue) 
mode using the `cv2.cvtColor` function. The resulting 
images are then resized to 224x224 pixels. This step is 
necessary due to the varying sizes of the collected images, 
and resizing to 224x224 pixels accelerates the training 
process. Similarly, images for testing undergo the same 
image processing as those for training. Each test set consists 
of 20 images per fruit category. Before input into the CNN 
network, pixel values of both training and test images are 
normalized. 
 
B. CONSTRUCTION OF RESNET152 AND 

MOBILENETV2 TRANSFER LEARNING MODELS 
The next process involves constructing transfer learning 

models using CNN architectures, specifically MobileNetV2 
and ResNet152. MobileNetV2 offers the advantage of being 
deployable on devices with low resources, especially mobile 
devices. It utilizes convolutional layers with filter thickness 
tailored to the input image thickness. On the other hand, the 
ResNet152 architecture is based on the concept of residual 
learning, comprising convolutional, normalization, and 
ReLU activation layers followed by residual blocks. In 
addition to transfer learning, this study employs the 
Sequential model in the model creation process. The 
Sequential model is a type of deep learning architecture that 
enables sequential layer-by-layer model building. This 
approach is commonly used for constructing deep learning 
models with Keras, particularly in TensorFlow.  

Figure 4 illustrates the comparison of the MobileNetV2 
and ResNet152 models utilized in this research. The models 
were constructed using the TensorFlow and Keras libraries 
in Python, with programming conducted in the Google Colab 
IDE environment. 
 

 
(a) 

 

 
(b) 

 
FIGURE 4. Comparison of MobileNetV2 (a) and ResNet152 (b) 
architecture models. 

Regarding the parameters used in this model creation 
process, the learning rate was set to 0.001, with 100 epochs 
and a batch size of 32. The activation function employed was 
ReLU, optimized using Adam, and the loss function used 
was categorical_crossentropy, suitable for datasets with 
more than one label. The training was conducted in two 
phases: initially, by freezing or maintaining the pre-trained 
layers that had previously learned general features from 
classification tasks. Only the last few layers designated for 
fruit class classification were trained. This approach 
leverages the knowledge already captured in the lower layers 
of the transfer learning pre-trained model.  

 

 
(a) 

 
(b) 

 
FIGURE 5. Summary of MobileNetV2 (a) and ResNet152 (b) models. 
 
To mitigate overfitting, the training process implemented 

early stopping, a technique used to halt training early if signs 
of overfitting or a lack of performance improvement on 
validation data occured. The objective of early stopping is to 
prevent the model from excessively memorizing the training 
data. Figure 5 presents a summary of the model results 
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generated by the Keras library in Python, used in this fruit 
classification process.  

 

 
(a) 

 
(b) 

FIGURE 6. Comparison of training results for MobileNetV2 (a) and 
ResNet152 (b) models. 

 
C. TESTING RESULTS AND EVALUATION 

Following the creation of two models using the same 
parameters, the networks were trained for 100 epochs. The 
initial training process utilized the MobileNetV2 
architecture. As shown in Figure 6 Part B, the training results 
using the MobileNetV2 model yielded commendable 
accuracy, aligning with its intended use on resource-
constrained devices. In part c of Figure 6, the training process 
in the final epoch with the ResNet152 model is depicted. The 
performance results of ResNet152 demonstrated superior 
accuracy compared to MobileNetV2. 

 

 
(a) 

 
(b) 

 
FIGURE 7. Comparison of training and validation loss data for 
MobileNetV2 (b) and ResNet152 (c) models. 

 

In Figure 6, the performance results of each model after 
the training process are shown. In the figure 6 a is the result 
of training for mobilenetv2 and figure 6 b is for resnet152. 
To evaluate the models on the training dataset, the evaluate() 
function available in the Keras library is used. This function 
takes the same input and output as used to train the model. It 
generates predictions for each input-output pair and collects 
scores, including the average loss and any configured metrics 
such as accuracy. The evaluate() function returns a list with 
two values: the first value is the model's loss on the dataset, 
and the second value is the model's accuracy on the dataset. 
From the figure, it is evident that the best epoch for achieving 
the highest accuracy was obtained in the ResNet152 transfer 
learning model. 

 
TABLE I 

 COMPARISON OF MODEL PERFORMANCE BETWEEN RESNET152 AND 
MOBILENETV2. 

 Resnet152 MobilenetV2 
Accuraccy 94.1% 84.72% 
F1-Score 90% 87% 
Recall 91% 89% 
Precission 92% 92% 

 
In Figure 7, the graph illustrates the accuracy and loss 

results for both training and validation data during the model 
creation process. Accuracy represents the ratio of correct 
predictions (both positive and negative) to the total number 
of instances for each class. Meanwhile, the loss function 
indicates how well the model's predictions match the actual 
results. In model creation, the goal is to minimize the loss 
value. The lowest accuracy value was observed in the 
MobileNetV2 model. The predictions are then evaluated to 
determine accuracy, recall, precision, and F1-score. Below, 
Table I compares the training accuracy performance results 
of the three models tested in this study. 

 

 
(a) 
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(b) 

 
FIGURE 8. Comparison of confusion matrices for MobileNetV2 (a) and 
ResNet152 (b) models. 

 
In Figure 8, the confusion matrix for the MobileNet and 

ResNet152 models is depicted. Based on the confusion 
matrix, MobileNetV2 correctly classified 33 images, while 
ResNet152 correctly classified 46 images. The confusion 
matrix indicates that ResNet152 outperformed the other 
model in image classification. This outcome also reflects the 
longer training time required for ResNet152 compared to 
other models. MobileNetV2 had an average training time of 
0.04 ms, whereas ResNet152 required 1.4 ms. This 
difference is due to ResNet152's more numerous and 
complex layers compared to MobileNetV2. However, 
MobileNetV2 strikes a balance between accuracy and the 
time required for training and testing.  

Based on the research, evaluation scores for each fruit 
image were obtained using ResNet152, as shown in Table II 
below: 

TABLE II 
EVALUATION RESULTS OF THE TRAINING DATA FOR THE RESNET152 

MODEL. 

Snake Fruit Type Precission Recall F1-score 
Pondoh Snake Fruit 1.00 0.86 0.87 
Balinese Snake Fruit 0.7 1.00 0.85 
Condet Snake Fruit 1.00 0.87 0.93 
Sidempuan Snake Fruit 0.55 0.84 0.68 

 
Meanwhile, the evaluation results using the MobileNetV2 
model yielded the following outcomes, as shown in Table III 
below:  

TABLE III 
EVALUATION RESULTS OF THE TRAINING DATA FOR THE MOBILENETV2 

MODEL. 

Class Precission Recall F1-score 
Pondoh Snake Fruit 1.00 0.75 0.86 
Balinese Snake Fruit 0.75 1.00 0.86 
Condet Snake Fruit 0.70 1.00 0.82 
Sidempuan Snake Fruit 0.83 0.91 0.87 

 

Based on the above evaluation results, it is evident that 
Balinese Snake Fruit exhibits higher precision values in both 
the ResNet152 and MobileNetV2 models. On the other hand, 
Pondoh Snake Fruit demonstrates higher recall values in 
both models. Both types of snake fruit are characterized by 
distinct shapes and skin colors compared to other fruit 
varieties.  
 
IV. CONCLUSION 

Based on the research conducted with a dataset of 400 
images of 4 types of snake fruit, the system successfully 
identified fruit types based on their categories. The dataset 
comprised 80 images for training, 10 for validation, and 10 
for testing. The training process utilized the TensorFlow and 
Keras libraries in the Google Colab IDE. With the same 
parameters, the MobileNetV2 model achieved an accuracy 
of 84.62%, while ResNet152 achieved 92.31%. ResNet152 
demonstrated the highest accuracy in identifying local 
superior snake fruit. However, ResNet152 is disadvantaged 
by longer training times compared to MobileNetV2. 
MobileNetV2 exhibited a good accuracy result with faster 
training and testing processes. The accuracy difference 
between the two models was not substantial. This study has 
limitations, including the manual classification process. 
Future developments could involve mobile-based 
applications for real-time fruit classification. The snake fruit 
classification process presents its challenges, such as using 
training data that includes both whole fruits and peeled fruits, 
impacting the accuracy achieved. 
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ABSTRACT The current efforts to develop Small and Medium Enterprises (SMEs) are still facing challenges 
in setting appropriate targets. Although the Palembang City Cooperative and SME Agency has launched 
various programs and initiatives to support SME development, they have not yet successfully identified the 
SMEs that should be given priority for development. This study aims to apply a hybrid approach that 
combines the K-Means Clustering method and Simple Additive Weighting (SAW) to evaluate and prioritize 
SME development in Palembang City. The K-Means Clustering method is used to group SMEs based on their 
characteristics, while SAW provides preference values (𝑉𝑉𝑖𝑖). The SME data was obtained from the Palembang 
City Cooperative and SME Agency, covering 362 SME units. The K-Means Clustering results yielded two 
clusters: Cluster 0 as the High Growth Cluster and Cluster 1 as the Stability and Improvement Cluster. 
Validation using cross-validation showed that this model achieved an accuracy of 99.72%. The SAW analysis 
on Cluster 0 indicated that the Kopi Kaljo SME received the highest priority with a preference value of 45.71. 
This study confirms that this hybrid approach is effective in grouping SMEs based on their characteristics 
and prioritizing them based on data-driven evaluation. The research results are expected to help the 
Palembang City Cooperative and SME Agency design more effective and targeted assistance programs to 
optimize the contribution of SMEs to local economic growth to the maximum extent. 

KEYWORDS Hybrid approach, K-Means Clustering, Simple Additive Weighting, SMEs 

I. INTRODUCTION 
Small and Medium Enterprises (SMEs) play a crucial 

role in the local and national economy, especially in 
developing cities like Palembang. SMEs not only create 
employment opportunities but also contribute to overall 
economic growth. In Palembang, SMEs serve as the main 
driver in improving community welfare and reducing 
unemployment rates. They also act as a pillar in 
strengthening the local economic structure, providing 
stability in times of economic crisis [1].  

The Cooperative and SMEs Office of Palembang City 
has launched various programs and initiatives to support the 
development of SMEs in the region. However, the main 
challenge is how to classify SMEs based on certain 
characteristics and how to effectively prioritize their 
development. The data from the Department of Cooperatives 
and SMEs of Palembang City in 2022 recorded 1,103 SMEs, 
while more than 160,000 SMEs remain unregistered [2] 

Traditional methods often fall short in handling the 
complexity of diverse SMEs data. With various types of 
SMEs having different characteristics and performances, an 
appropriate approach is needed to evaluate and determine 
their development priorities effectively [3].  

One of the main issues faced by policymakers and SME 
managers is how to classify SMEs based on certain 
characteristics and how to effectively prioritize their 
development [4]. A more accurate and data-driven approach 
is needed to evaluate the performance and potential of SMEs 
more precisely, thereby providing targeted and appropriate 
support according to the needs of each SME [5]. 

This study aims to develop and implement a hybrid 
approach combining K-Means Clustering and Simple 
Additive Weighting (SAW) methods to evaluate and 
determine the development priorities of SMEs in Palembang 
City [6]. The K-Means Clustering method is used to group 
SMEs based on their characteristics, while the SAW method 
is employed to assign preference values to each clustered 
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SME, thus identifying those with the highest performance and 
potential [7]. 

The method used in this study is a hybrid approach 
combining two data mining techniques. First, K-Means 
Clustering is used to group SMEs based on their 
characteristics [8]. This approach helps identify underlying 
patterns among different SME groups. Second, Simple 
Additive Weighting (SAW) is used to assign preference 
values to each clustered SME, allowing the identification of 
SMEs with the highest performance and potential within 
each cluster. The combination of these two techniques is 
expected to provide a more comprehensive and accurate 
overview of the SME conditions in Palembang City and 
support better decision-making in the development and 
support of SMEs [9]. 

The benefits of this study include a deeper understanding 
of SMEs in Palembang City by identifying the underlying 
patterns and characteristics of various SME groups. By using 
the K-Means Clustering and Simple Additive Weighting 
(SAW) approaches, this study provides development priority 
recommendations for SMEs based on more accurate data-
driven evaluations. This is expected to enhance the 
effectiveness of support for SMEs through the design of 
more adaptive and sustainable assistance programs, thereby 
maximizing the contribution of SMEs to local economic 
growth [10][11]. 

By implementing this hybrid model, it is expected to 
provide strategic recommendations to the Department of 
Cooperatives and SMEs of Palembang City in designing 
more effective and targeted assistance programs for priority 
SMEs. Through comprehensive and data-driven evaluation, 
this model enables more accurate identification of the needs 
and potentials of SMEs within each cluster. This is 
anticipated to enhance the efficiency of resource allocation 
and assistance, and strengthen the contribution of SMEs to 
sustainable local economic growth [12]. 

 
II. LITERATURE REVIEW 

A literature review of the K-Means Clustering method, 
Simple Additive Weighting (SAW), and the application of 
RapidMiner can provide an in-depth understanding of the 
concepts, applications, and relevance of each method in the 
context of the development and evaluation of Small, and 
Medium Enterprises (SMEs). Here is an overview of the 
literature review used: 

A. K-MEANS CLUSTERING METHOD 

The K-Means Clustering method is a data analysis 
technique used to group data into different clusters based on 
certain similarities in characteristics [13]. This technique is 
widely applied in various studies due to its effectiveness in 
clustering data without prior labels or supervision [14]. The 
stages in the K-Means Clustering method are as follows: 
1. Centroid Initialization   

Randomly select K initial centroids from the data points 
as the initial cluster centers. 

2. Data Point Allocation to Clusters  
Assign each data point to the nearest cluster based on 
the Euclidean distance between the data point and the 
centroid. 

3. New Centroid Calculation   
Recalculate the position of the new centroid in each 
cluster by taking the average of all data points that 
belong to the cluster. 

4. Iteration 
Repeat steps 2 and 3 until a stopping condition is met, 
such as no significant changes in the centroid positions 
or the maximum number of iterations is reached. 
 

Formulas Used in K-Means Clustering 
1. Euclidean Distance  

To calculate the distance between two points in n-
dimensional space, Equation (1) is the Euclidean 
formula [15]. 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝑋𝑋𝑖𝑖 ,𝐶𝐶𝑗𝑗� =  ���𝑋𝑋𝑖𝑖𝑖𝑖 −  𝐶𝐶𝑗𝑗𝑖𝑖�
2

𝑛𝑛

𝑖𝑖=1

 

𝑋𝑋𝑖𝑖 is the i-th data point, 𝐶𝐶𝑗𝑗 is the j-th centroid, and n is 
the number of dimensions. 

2. Centroid Update  
After all data points are allocated to clusters, the new 
centroid 𝐶𝐶𝑗𝑗 is calculated as the average of all data points 
𝑋𝑋𝑖𝑖 that belong to the j-th cluster. Equation (2) represents 
the formula for calculating the new centroid 𝐶𝐶𝑗𝑗. 

 

𝐶𝐶𝑗𝑗 =  
1

|𝑆𝑆𝑗𝑗|
 � 𝑋𝑋𝑖𝑖
𝑋𝑋𝑖𝑖 ∈ 𝑆𝑆𝑗𝑗

 

𝑆𝑆𝑗𝑗  is the number of data points in the j-th cluster. 

The use of the K-Means algorithm for clustering SMEs 
offers advantages in identifying patterns in data without the 
need for prior class labels. This algorithm is scalable for large 
datasets, easy to interpret, and aids in determining the optimal 
clusters using the Elbow method [16]. By utilizing the Elbow 
method, the K-Means algorithm can automatically determine 
the optimal number of clusters based on significant drops in 
the Sum of Squared Errors (SSE) values. This enables 
researchers or practitioners to efficiently and accurately group 
SMEs based on data characteristics. 

 
B. THE SIMPLE ADDITIVE WEIGHTING (SAW) METHOD 

SAW is a multi-criteria decision-making technique used 
to evaluate alternatives based on the relative weights of each 
criterion [17]. SAW is employed to assign preferences to 
SMEs that have been clustered using the K-Means 
Clustering method. With SAW, each SME is assessed 
according to several predetermined criteria. The steps 
involved in the SAW method are as follows: 

 

(1) 

(2) 
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1. Determining Criteria (𝐶𝐶𝑖𝑖) 
Criteria selected should be relevant and representative 
of the evaluation goals. These criteria are typically 
chosen based on an analysis of the needs and 
characteristics of the SMEs being evaluated. 

2. Determining Suitability Ratings (R) and Weights (𝑊𝑊𝑖𝑖) 
Each alternative 𝐴𝐴𝑖𝑖 is assessed using suitability ratings 
𝑅𝑅𝑖𝑖𝑗𝑗 for each criterion 𝐶𝐶𝑗𝑗. Weights 𝑊𝑊𝑗𝑗  are assigned to 
indicate the relative importance of each criterion 𝑪𝑪𝒋𝒋. 

3. Creating the Decision Matrix (X) and Normalization  
The decision matrix X has dimensions m x n, where m is 
the number of alternatives and n is the number of 
criteria. Each element 𝑋𝑋𝑖𝑖𝑗𝑗 of matrix X represents the 
suitability rating 𝑅𝑅𝑖𝑖𝑗𝑗 of alternative 𝐴𝐴𝑖𝑖 for criterion 𝐶𝐶𝑗𝑗. 

 

𝑋𝑋 =  �
𝑋𝑋11 … 𝑋𝑋1𝑛𝑛
… … …
𝑋𝑋𝑚𝑚1 … 𝑋𝑋𝑚𝑚𝑛𝑛

� 

This structured approach allows for a systematic 
evaluation of SMEs based on weighted criteria, 
facilitating informed decision-making in developmental 
and support programs. 

4. Normalization of the Decision Matrix (R) 
Normalization is performed to transform each element 
𝑋𝑋𝑖𝑖𝑗𝑗into the same range, based on whether the attribute is 
a benefit or a cost attribute. The normalization of the 
decision matrix is done using (3) and (4): 

For benefit attributes 

𝑟𝑟𝑖𝑖𝑗𝑗 =  
𝑋𝑋𝑖𝑖𝑗𝑗

max𝑋𝑋𝑖𝑖𝑗𝑗
 

For cost attributes 

𝑟𝑟𝑖𝑖𝑗𝑗 =  
min𝑋𝑋𝑖𝑖𝑗𝑗
𝑋𝑋𝑖𝑖𝑗𝑗

 

𝑟𝑟𝑖𝑖𝑗𝑗  is the normalized value of element i on attribute j, 
where 𝑋𝑋𝑖𝑖𝑗𝑗 is the original value of element i on attribute 
j. max𝑋𝑋𝑖𝑖𝑗𝑗   represents the maximum value of attribute j, 
and min𝑋𝑋𝑖𝑖𝑗𝑗 represents the minimum value of attribute j. 
Normalization can be performed using various methods, 
such as min-max normalization or z-score normalization, 
depending on the nature of the data. 

5. The calculation of Preference Value (𝑉𝑉𝑖𝑖)  
After obtaining the normalized matrix R, the preference 
value 𝑉𝑉𝑖𝑖 for each alternative 𝐴𝐴𝑖𝑖 is calculated by summing 
the products of matrix R with the weight vector W using 
(5).  

𝑉𝑉𝑖𝑖 =  �𝑊𝑊𝑗𝑗 ⨯ 𝑅𝑅𝑖𝑖𝑗𝑗

𝑛𝑛

𝑗𝑗=1

  

 
𝑉𝑉𝑖𝑖 is the preference value or score for alternative 𝐴𝐴𝑖𝑖 
 

The final result of the SAW process is the ranking of 
alternatives based on the value of 𝑉𝑉𝑖𝑖. Alternatives with 
higher 𝑉𝑉𝑖𝑖values are considered the best solutions or 
highest priorities 
 

C. RAPIDMINER APPLICATION 

RapidMiner is an open-source platform that provides 
various tools for data analysis, including data mining 
processes, predictive modeling, and business analytics. 
RapidMiner can help optimize the evaluation and decision-
making processes related to SMEs by leveraging its 
visualization tools, data processing capabilities, and 
modeling functionalities offered by the platform [18]. 

By integrating literature on this topic, the research can 
develop a holistic approach to evaluating and developing 
SMEs using K-Means Clustering and SAW with the 
assistance of RapidMiner. This literature review will provide 
a strong theoretical foundation and practical insights to 
design effective and applicable research methodologies in 
the context of SMEs in Palembang or other regions. 

 
D. HYBRID APPROACH FOR EVALUATING AND 

PRIORITIZING SMEs 

This research aims to address existing research gaps by 
introducing a novel hybrid approach that combines the K-
Means Clustering and Simple Additive Weighting (SAW) 
methods. The existing research gap lies in the challenge of 
prioritizing and developing Small and Medium Enterprises 
(SMEs) based on their diverse characteristics and needs. 

Previous studies have contributed by categorizing SMEs 
into various clusters such as high, medium, and low [19], 
independent, developing, and assisted [20], as well as micro 
and small businesses [21], and strong and weak sustainability 
groups [22]. However, their weakness lies in their limited 
focus solely on classification and categorization. The 
approaches used tend to be descriptive and lack the 
utilization of objective data to determine development 
priorities. This limitation restricts the ability to provide 
specific and strategic recommendations for SMEs. 

Traditional methods often struggle to manage the 
complexity and variation present in SME data, making it 
difficult to determine which SMEs should receive priority 
support and development. 

Here is a detailed explanation of how this approach 
innovates and adds value compared to existing methods: 
1. Hybrid Approach: The integration of K-Means 

Clustering allows segmentation of SMEs into different 
groups based on their characteristics such as income, 
number of employees, and business scale. This 
clustering provides a fundamental understanding of 
SME clusters, identifying groups like "High Growth" 
and "Stability and Improvement," which represent 
SMEs with different development needs and potentials. 

2. SAW Method: After clustering, the SAW method is 
used to assign preference values (𝑉𝑉𝑖𝑖) to each SME within 

(3) 

(4) 

(5) 
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the identified clusters. This method evaluates SMEs 
based on predefined criteria to objectively measure 
development priorities. 

3. Comprehensive Evaluation: Unlike traditional 
subjective approaches, this hybrid model ensures 
comprehensive, data-driven evaluation of SMEs. It 
leverages statistical analysis and machine learning 
techniques to gain insights from a dataset encompassing 
362 SMEs from the Cooperative and SME Agency of 
Palembang City. 

4. Value Proposition: The innovation lies in seamlessly 
integrating clustering for segmentation and SAW for 
prioritization, enabling policymakers and stakeholders 
to design assistance programs tailored to the identified 
needs of SME clusters. This approach optimizes 
resource allocation and enhances the effectiveness of 
support programs, thereby maximizing SME 
contributions to sustainable local economic growth. 

5. Comparison with Existing Methods: Unlike single-
method approaches that may overlook nuanced 
differences among SMEs or rely solely on subjective 
evaluations, the hybrid model in this study offers a 
structured and objective framework. It combines the 
strengths of clustering (for grouping similar SMEs) and 
SAW (for prioritizing based on criteria) to provide a 
holistic view that traditional methods may lack. 

 
Overall, this research aims to bridge gaps by introducing 

a hybrid approach that is effective not only in categorizing 
SMEs but also in prioritizing them based on objective 
criteria. This innovation is expected to improve the accuracy 
and effectiveness of policy formulation and strategic 
planning for SME development in Palembang, offering a 
model that can be applied and adapted in similar contexts. 
 
III. RESEARCH METHODOLOGY 

In this section, a detailed explanation will be provided 
regarding the steps and approaches used to implement the K-
Means Clustering and Simple Additive Weighting (SAW) 
methods in evaluating and prioritizing the development of 
Small, and Medium Enterprises (SMEs) in Palembang City 
[23]. Figure 1 illustrates the research stages, covering the 
process from start to finish in implementing the hybrid 
approach using K-Means Clustering and Simple Additive 
Weighting (SAW). 

 
FIGURE 1. Research Stages 

To achieve the objectives of this research, several stages 
will be detailed comprehensively. These stages are designed 

to ensure that the research is conducted systematically and 
comprehensively, so that the results obtained can 
significantly contribute to the evaluation and development of 
SMEs in Palembang. The following are the research stages 
to be implemented 

A. DATA COLLECTION 

Data collection for this research utilizes information 
provided by the Department of Cooperatives and SMEs of 
Palembang City. This data includes details from 
approximately 362 Small, and Medium Enterprises (SMEs) 
operating in Palembang. Sourcing data from this department 
is considered highly relevant as it provides direct access to 
information on characteristics, financial performance, and 
other factors influencing SMEs in the region [24]. The 
acquired data includes the SME name, owner's name, 
education, ownership status, business location status, district, 
business scale, business type, number of employees, revenue, 
operational costs, profit, average production quantity, buyer 
category, target customers, products, monthly sales volume, 
sales method, and transaction method. The total dataset 
consists of 362 items. 

B. DATA PREPROCESSING 

Data preprocessing is a crucial stage in the data analysis 
process aimed at cleaning, organizing, and preparing raw 
data for further analysis. In this stage, RapidMiner 
application is used for data preprocessing. The explanation 
of the data preprocessing stage is as follows: 
1. Data Cleaning This process involves examining the 

data, determining attributes, and handling missing or 
incomplete values. Based on statistical analysis using 
RapidMiner, all data is complete, without outliers, and 
ready for further analysis. 

2. Feature Selection Next, relevant and significant features 
are selected for clustering analysis and evaluation using 
SAW. The selected features include Education, District, 
Business Scale, Number of Employees, Revenue, 
Operational Costs, Profit, Average Sales, Number of 
Products Sold, and Transaction Method. Table I shows 
the features in Palembang City SMEs 

3. Data Transformation 
In this stage, data is converted and adjusted to prepare it 
for further analysis. The data transformation process 
involves converting categorical data into numerical 
values, specifically for Education, Business Scale, and 
Transaction Method. 

4. Data Normalization 
In the context of SME data, the range of values for each 
criterion can vary significantly. Data normalization aims 
to standardize the scale of input variables so that 
different ranges of values do not distort the results of 
clustering. Through normalization, variables with larger 
scales do not dominate the distance calculation between 
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data points, thus preventing bias in cluster formation 
based on Euclidean distance or other metrics. 
 

TABLE I 
FEATURES OF SMES IN PALEMBANG CITY (*IN THOUSANDS) 
Features data 

Business 
owner's 
education 

High School = 174; Diploma = 42; Bachelor's 
Degree= 146 

District Alang-alang Lebar = 27; Bukit Kecil = 3; 
Gandus = 6; Ilir Barat I = 32; Ilir Barat II = 24; 
Ilir Timur I = 24; Ilir Timur II = 15; Ilir Timur 
III = 16; Jakabaring = 18; Kalidoni = 24; 
Kemuning = 14; Kertapati = 3; Plaju = 5; Sako 
= 38; Seberang Ulu I = 10; Seberang Ulu II = 
18; Sematang Borang = 8; Sukajadi Timur = 1; 
Sukarami = 37; Luar Palembang = 40; 

Business Scale Micro Enterprises = 343; Small Business = 16; 
Medium Business = 1 

Number of 
Employees* 

m = 0 : 55 ; 1 ≤ m ≤ 3 = 279 ; 4 < m ≤ 6 = 24; 
7 < m ≤ 10 = 3; m = 50 : 1  

Revenue n ≤ 1.000 = 74; 1.000 < n ≤ 5.000 =168; 5.000 
< n ≤ 10.000 = 69; 10.000 < n ≤ 50.000 = 50; n 
> 100.000 = 1 

Operational 
Costs* 

r ≤ 1.000 =184; 1.000 < r ≤ 5.000 = 141; 
5.000 < r ≤ 10.000 =27; r > 10.000 =10 

Profit* p ≤ 1.000 = 23; 1.000 < p ≤ 5.000 =194; 5.000 
< p ≤ 10.000 = 34; 10.000 < p ≤ 50.000 = 11 

Average Sales* x  ≤ 10 =117; 10 < x ≤ 50 = 88; 50 < x ≤ 100 = 
42; 100 < x ≤ 500 = 46;  500 < x ≤ 1000 = 28; 
x > 1000 = 41 

Number of 
Products Sold* 

y ≤ 10 = 120; 10   < y ≤ 50 = 22; 50 < y ≤ 100 
= 59; 100 < y ≤ 500 = 87; 500 < y ≤ 1000 = 39; 
y > 1000 = 35 

Transaction 
Method* 

Online = 53; Offline = 51; Both = 258 

C. K-MEANS CLUSTERING IMPLEMENTATION 

1. Implementing K-Means Clustering using RapidMiner 
involves several operators: read excel, select attributes, 
normalize, k-means clustering, and cluster distance 
performance. Each operator plays a role in preparing and 
analysing the data to cluster SMEs based on their 
characteristics. Figure 2 shows the clustering workflow 
for building a K-Means model using RapidMiner. 
 

 
FIGURE 2. Clustering workflow 

2. The first step involves setting the number of clusters and  
The first stage involves setting the number of clusters 
and relevant attributes using the Select Attributes, Set 
Parameters, and Normalize operators. Next, the K-
Means algorithm will iterate to find the centroid for each 
cluster and group the data based on its proximity to the 
centroid using the K-Means operator. The clustering 
results are evaluated to measure their quality, often by 
considering the inertia value of the clusters using the 
Cluster Distance Performance operator, as well as 

visualizing the patterns formed using the Scatter Plot 
operator, thus providing valuable insights for decision-
making related to the development strategy of SMEs in 
Palembang City 

3. Elbow Method. The Elbow Method is used to determine 
the optimal number of clusters in cluster analysis. This 
method involves plotting the Sum of Squared Errors 
(SSE) values for various numbers of clusters (K) and 
then identifying the point where the decrease in SSE 
starts to slow significantly. This point resembles an 
elbow shape on the plot and indicates the optimal 
number of clusters for analysis. Table II presents a 
comparison of centroid distance values for each cluster. 

TABLE II 
CALCULATE THE ELBOW PLOT IN CLUSTERING 

K Elbow 
2 4.925 
3 3.927 
4 3.234 
5 2.262 
6 1.694 
7 1.239 

To visualize the centroid distance values to determine the 
optimal number of clusters using the elbow method, a line 
diagram can be displayed as shown in Figure 3. 

 
FIGURE 3. Elbow Plot Visualization 

The results of the Elbow Plot calculation indicate that 
five clusters (K=5) are the optimal choice. However, for this 
analysis, it was decided to use two clusters (K=2).  

This decision is based on the research objectives and the 
consideration of a clearer and more coherent interpretation 
of the results. The cluster names that represent these two 
clusters reflect their main characteristics and purposes. The 
clustering results with K=2 show that Cluster 0, which is the 
High Growth Cluster, has 314 items, while Cluster 1, which 
is the Stability and Improvement Cluster, has 48 items, 
making a total of 362 items. The clustering results with K=2 
can be visualized in a Scatter Plot diagram. A Scatter Plot 
diagram is used to display the relationship between two 
variables in bivariate data. This patterns, correlations, and 
trends between these variables diagram helps in analyzing 
and visualizing data to find. Figure 4 shows the Scatter Plot 
trends between these variables diagram helps in analyzing 
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and visualizing data to find. Figure 4 shows the Scatter Plot 
diagram for K=2, which displays the distribution of data 
within the two formed clusters. 

 
. 

FIGURE 4. Scatter Plot Diagram for K=2 

A clearer understanding is needed to measure how well 
the model can generalize to new data not seen during 
training. This technique divides the data into several subsets, 
training the model on one subset and testing it on another 
subset in turn. This approach provides a more accurate 
evaluation of the model's performance when faced with 
unseen data. Cross-validation calculations can be used to 
determine how well the model can generalize to new data not 
seen during training, thus providing a more accurate 
assessment of model performance.  

The results of the cross-validation calculation generate 
a Performance Vector Table. The Performance Vector Table 
displays performance metrics for each fold used in the cross-
validation, along with the mean of these metrics. 
Performance metrics can include Accuracy, Precision, and 
Recall values. Table III shows the Performance Vector Table 
resulting from the cross-validation calculation. 

TABLE III 
PERFORMANCE VECTOR TABLE 

 
 true cluster_0 true cluster_1 class precision 
pred. cluster_0 335 1 99.70% 
pred. cluster_1 0 26 100.00% 
class recall 100.00% 96.30%  

The cross-validation test results are detailed as follows: 
1. Overall Accuracy: 99.72% This accuracy value 

indicates that the model can cluster SMEs with a success 
rate of 99.72% of the total data tested. This very high 
accuracy level demonstrates the model's excellent 
ability to distinguish between clusters. 

2. Pred. Cluster_0: A total of 335 data points that belong 
to Cluster_0 was correctly grouped into Pred. Cluster_0. 
Only 1 data point from True Cluster_1 was incorrectly 
grouped into Pred. Cluster_0. The precision for Pred. 
Cluster_0 is 99.70%, meaning that of all the data 
predicted as Cluster_0, 99.70% actually belong to 
Cluster_0. 

3. Pred. Cluster_1: All data points that belong to Cluster_1 
(26 data points) was correctly grouped into Pred. 
Cluster_1. No data from True Cluster_0 was incorrectly 

grouped into Pred. Cluster_1. The precision for Pred. 
Cluster_1 is 100.00%, meaning that all data predicted as 
Cluster_1 actually belong to Cluster_1. 

4. Class Recall: The recall for Cluster_0 is 100.00%, 
meaning all data points that should belong to Cluster_0 
was correctly grouped. The recall for Cluster_1 is 
96.30%, meaning that of all data points that should 
belong to Cluster_1, 96.30% were correctly grouped, 
with an error rate of only 3.70%. 

Overall, these test results show that the implemented 
clustering model is highly reliable and can be used with a 
high degree of confidence to cluster SMEs in Palembang 
according to the specified characteristics. This provides 
confidence that the clustering results can be used as a 
reference in designing more targeted assistance and 
development programs. 

D. IMPLEMENTATION OF SIMPLE ADDITIVE WEIGHTING 
(SAW) 
 
 After conducting cross-validation testing and identifying  
that Cluster 0 has relevant results for further processing, the  
data will be ranked to help determine the most optimal 
SMEs. Ranking is performed using the Simple Additive 
Weighting (SAW) method. The criteria are determined based 
on the previously established criteria. The steps in the SAW 
method are explained as follows: 
1. Determination of Criteria (Ci) 

Based on the data in Cluster 0 and the SME data, 
relevant criteria are established to determine the 
development priorities of the SMEs. These criteria 
include various aspects such as business owner's 
education (C1), number of employees (C2), revenue 
(C3), operational costs (C4), profit (C5), average sales 
(C6), number of products sold per month (C7), and 
lending method (C8). 

2. Determining Suitability Ratings (R) and Weights (𝑊𝑊𝑖𝑖) 
Each alternative (SME) is evaluated or given suitability 
ratings based on the established criteria. Next, the 
relative weight of each criterion is determined to 
establish the importance of each criterion in the 
decision-making process. The criterion weights are 
determined based on mathematical analysis. These 
factors help establish the importance of each criterion in 
the context of decision-making. The determination of 
criterion weights (𝑊𝑊𝑖𝑖) is explained in Table IV. 

3. Normalization of Decision Matrix 
Normalization of the Decision Matrix is performed to 
ensure that attribute values within the decision matrix 
are on a uniform scale. This is crucial to ensure fair 
comparison of each attribute, avoiding bias due to 
differences in scale and units across different attributes. 
Through normalization, each attribute is evaluated 
within the same range, typically [0, 1], thereby making 
the total score calculation in the SAW method more 
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accurate and representative. Normalization of the 
Decision Matrix is conducted using (3) and (4). 

 
TABLE IV 

DETERMINATION OF ALTERNATIVES, CRITERIA AND SUITABILITY CHAIN 
(*IN THOUSANDS) 

 
Criteria 

(𝐶𝐶𝑖𝑖) 
Alternatives 

(𝐴𝐴𝑖𝑖) 
Suitability Ratings Weights 

(𝑊𝑊𝑖𝑖) 
C1 Business 

owner's 
education 

High School 
Diploma 
Bachelor's Degree  

1 
2 
3 

C2 Number of 
Employees 

0   ≤ n < 10 
10 ≤ n < 50 
        n ≥ 50 

1 
2 
3 

C3 Revenue* 0 ≤ m < 1 
1.000 ≤ m < 5.000 
5.000 ≤ m < 10.000 
m ≥ 10.000 

1 
2 
3 
4 

C4 Operational 
Costs* 

0 ≤ c < 1.000 
1.000 ≤ n < 5.000 
5.000 ≤ n < 10.000 
n ≥ 10.000 

1 
2 
3 
4 

C5 Profit* 0 ≤ l < 1.000  
1.000 ≤ l < 5.000 
5.000 ≤ l < 10.000 
l ≥ 10.000 

1 
2 
3 
4 

C6 Average 
Sales 

0  ≤ x < 100 
100 ≤ x < 500 
500 ≤ x < 1.000 
x ≥ 1.000 

1 
2 
3 
4 

C7 Number of 
Products 
Sold 

0 ≤ x < 100 
100 ≤ x < 500 
500 ≤ x < 1.000 
x ≥ 1.000 

1 
2 
3 
4 

C8 Transaction 
Method 

online 
offline 
both  

1 
2 
3 

4. Calculation of Preference Value (𝑉𝑉𝑖𝑖)  
Calculation of the preference value (𝑉𝑉𝑖𝑖) is used to 
determine the ranking of each alternative based on the 
predefined criteria. The preference value is computed 
using equation (5). In this study, the results of the 
preference value calculation are displayed for the top 10 
rankings only. Table V presents the Calculation of 
Preference Value (𝑉𝑉𝑖𝑖) with the top 10 entries. 

TABLE V 
RESULTS OF PREFERENCE VALUE CALCULATION (VI) 

Initial SMEs SMEs Name 𝑽𝑽𝒊𝒊 Ranking 
X208 Kopi kaljo 45,71 1 
X187 Warung Neknang 41,31 2 
X126 Pempek Ce' Anie 40,79 3 
X125 Habar Jumputan 39,45 4 
X181 Ikan bakar gegana 37,23 5 
X242 Tiara bakery  35,10 6 
X313 Benawa Coffee Roastery 35,05 7 
X90 Dewul 33,78 8 

X150 Rusnani 33,30 9 
X225 Kemcum 32,92 10 

 

The result of using the Simple Additive Weighting (SAW) 
method to determine the most optimal UKM shows that Kopi 
Kaljo has the highest preference value with a value of 45.71. 
Kopi Kaljo ranks first in the ranking list, followed by 
Warung Neknang with a preference value of 41.31. 
Meanwhile, the lowest value is Arasshop with a value of 
10.41. 

IV. CONCLUSION 
Based on the analysis using the hybrid approach of K-

Means Clustering and Simple Additive Weighting (SAW) on 
SME data in Palembang City, several key conclusions can be 
drawn: 
1. The use of the K-Means Clustering model successfully 

grouped SMEs into two main clusters: the High Growth 
Cluster dominated by 314 SMEs, and the Stability with 
Improvement Cluster consisting of 48 SMEs. This result 
provides a clear picture of SME distribution based on 
their characteristics and performance in this region. 

2. Validation results of the model showed a very high 
accuracy rate of 99.72%. The Performance Vector Table 
confirms that the model effectively classifies SMEs into 
the appropriate clusters. The High Growth Cluster has a 
precision of 99.70% and recall of 100.00%, while the 
Stability with Improvement Cluster has a precision of 
100.00% and recall of 96.30%. This indicates that this 
clustering model is reliable for decision-making related 
to SME development strategies. 

3. The application of the SAW method on clustered SMEs 
can identify the most optimal SMEs to prioritize in 
development programs. For instance, SMEs like Kopi 
Kaljo received the highest preference value with Vi of 
45.71, placing it as the top priority for development. 
This approach allows for a more focused and 
comprehensive assessment of each SME, ensuring more 
effective and strategic resource allocation. 

4. This research not only provides deep insights into the 
conditions of SMEs in Palembang City, but also 
establishes a strong foundation for better decision-
making to support local economic growth through more 
measured and sustainable assistance programs. The 
implementation of this hybrid model is expected to serve 
as a valuable guide for stakeholders in designing more 
effective and supportive policies for SMEs amidst 
complex economic dynamics. 

5. This hybrid method can be further developed by 
considering the integration of other clustering methods 
or applying more advanced weighting methods for 
priority evaluation. Future research could explore how 
the use of other machine learning techniques like 
random forest or neural networks could enhance the 
accuracy and relevance of evaluation results. 

6. The implications of these findings are that stakeholders 
can optimize the type and amount of support provided 
to SMEs, including training, working capital, and other 
supportive infrastructure, by understanding their 
clusters. 
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